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Preface
Thisbookhas been carefully designed to provide an introduction to develop-
ments in Mathematics, recently, for under-graduate and postgraduate stu-
dents. It includes research from different areas. Each topic is divided into
sections of approximately the same length for instructors can easily pace
their lectures. All definitions and theorems are stated carefully so that the
students will appreciate the precision of language. Moreover the proofs are
motivated and developed slowly. We are pleased with the range of topics
that we have managed to include.

Many thanks to researchers who contributed directly or indirectly to the
completion of this book. I am grateful to referees for their healthy criticism
and suggestions to improve the quality and standards.

Prof. Dr. Fatih YILMAZ
Editor in Chief
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1. ON EUCLIDEAN NORMS OF MIN
MATRICES WITH CHEBYSHEV

POLYNOMIALS

Umut Selvi Fatih Yılmaz

Abstract
In this paper, we considerMinmatriceswhose elements areCheby-

shev polynomials of second, third and fourth kinds. We present some
norms of Min matrices whose elements are Chebyshev polynomials.
Afterwards, we give some examples.

Keywords. Min matrices, Chebyshev polynomials, Matrix norm.

ORCID: 0000-0001-7873-1979
e-mail: fatih.yilmaz@hbv.edu.tr

ORCID: 0000-0003-1015-0056
e-mail: umut.selvi@hbv.edu.tr

1 Introduction
In [11], the authors defined Min matrices as below:

Amin =


1 1 1 . . . 1
1 2 2 . . . 2
1 2 3 . . . 3

...
...

...
. . .

...
1 2 3 . . . n

 (1.1)

respectively. This matrix form is characterized by Amin =
[Amin{i,j}]

n
i,j=1.

https://orcid.org/0000-0001-7873-1979
fatih.yilmaz@hbv.edu.tr
https://orcid.org/0000-0003-1015-0056
umut.selvi@hbv.edu.tr


On Euclidean Norms of Min Matrices ...

Recently, there has been extensive research on Min matrices. For exam-
ple, in [1], the authors compute eigenvalues for Min matrices. The authors,
in [10], give factorization, determinant and inverse of Min matrices. In [7],
the authors give some results on r-min matrices.

In [8], the four kinds of Chebyshev polynomials introduced by Pafnuty
Chebyshev in 1854, as below:

Tn(x) = cosnθ when x = cos θ,

Un(x) =
sin(n+ 1)θ

sin θ
when x = cos θ,

Vn(x) =
cos(n+ 1

2 )θ

cos θ2
when x = cos θ,

Wn(x) =
sin(n+ 1

2 )θ

sin θ
2

when x = cos θ.

In these equations, the following recurrence relations are satisfy:

T0(x) = 1, T1(x) = x, Tn(x) = 2xTn−1(x)− Tn−2(x), n > 1,

U0(x) = 1, U1(x) = 2x, Un(x) = 2xUn−1(x)− Un−2(x), n > 1,

V0(x) = 1, V1(x) = −1+2x, Vn(x) = 2xVn−1(x)−Vn−2(x), n > 1,

W0(x) = 1, W1(x) = 1+2x, Wn(x) = 2xWn−1(x)−Wn−2(x), n > 1.

The norm of a matrix is a non-negative real number. In literature, there
exist different methods of computing a matrix norm, but they all follow the
same definite characteristics. In [5], the well-known Euclidean norm is de-
fined by

‖M‖E =

 m∑
i=1

n∑
j=1

|mij |2
 1

2

.

In [9], the spectral norm is defined by

‖M‖2 =
√

max
1≤i≤n

λi(MHM)

2



Recent Developments in Mathematics

whereMH is the conjugate transpose ofM andλi is the eigenvalue ofmatrix
MMH ; here .

In [6], the Euclidean and the spectral norm of a matrix provide the fol-
lowing inequalities:

1√
n
‖A‖E ≤ ‖A‖2 ≤ ‖A‖E, (1.2)

and
‖A‖2 ≤ ‖A‖E ≤

√
n‖A‖2. (1.3)

In this paper, we considern-squareMinmatrixwhose entries areCheby-
shev polynomials, given below:

Umin = [Umin{i−1,j−1}(x)]
n
i,j=1, Vmin = [Vmin{i−1,j−1}(x)]

n
i,j=1

Wmin = [Wmin{i−1,j−1}(x)]
n
i,j=1

associated with the Chebyshev polynomials of second kind, third kind and
fourth kind given in (1.4),(1.5) and (1.6) respectively, i.e.,

Umin =


U0(x) U0(x) U0(x) . . . U0(x)
U0(x) U1(x) U1(x) . . . U1(x)
U0(x) U1(x) U2(x) . . . U2(x)

...
...

...
. . .

...
U0(x) U1(x) U2(x) . . . Un−1(x)

 (1.4)

and

Vmin =


V0(x) V0(x) V0(x) . . . V0(x)
V0(x) V1(x) V1(x) . . . V1(x)
V0(x) V1(x) V2(x) . . . V2(x)

...
...

...
. . .

...
V0(x) V1(x) V2(x) . . . Vn−1(x)

 (1.5)

and

Wmin =


W0(x) W0(x) W0(x) . . . W0(x)
W0(x) W1(x) W1(x) . . . W1(x)
W0(x) W1(x) W2(x) . . . W2(x)

...
...

...
. . .

...
W0(x) W1(x) W2(x) . . . Wn−1(x)

 . (1.6)

3
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2 Some Results
In this section, we give some results for norms of Umin, Vmin andWmin.
Theorem 2.1. LetUmin = [Umin{i−1,j−1}(x)]

n
i,j=1 be an n×nmatrix. Then,

for |x| < 1 and n ≥ 2

‖Umin‖2E =
1

4(1− x2)

[
2n2 + 2n− xU2n−1(x)− 2x2U2

n−1(x)
]
. (2.2)

Proof. According to the definition of the Euclidean norm , we have;

||Umin||2E =

n∑
i=1

n∑
j=1

|Umin{i−1,j−1}(x)|2

=

n−1∑
k=0

[2(n− 1)− 2k + 1]U2
k (x)

= (2n− 1)

n−1∑
k=0

sin2((k + 1)θ)

sin2 θ
− 2

n−1∑
k=1

k
sin2((k + 1)θ)

sin2 θ

=
1

2 sin2 θ
(2n− 1)(n− cos2(nθ)− cos θ sin(nθ) cos(nθ)

sin θ
+ 1)

− 1

2 sin2 θ

[
n2 +

(2 cos2 θ − 1) cos2(nθ)
1− cos2 θ

− 2n cos2(nθ)

+
2 cos θ sin(nθ) cos(nθ)

sin θ
− 2n cos θ sin(nθ) cos(nθ)

sin θ

− 2 cos2 θ − 1

−1 + cos2 θ

]
=

1

2 sin2 θ

[
n2 + n− 1 + cos2(nθ)− cos θ sin(nθ) cos(nθ)

sin θ

− (2 cos2 θ − 1)(cos2(nθ)− 1)

−1 + cos2 θ

]
=

1

2(1− cos2 θ)

[
n2 + n− cos θ sin(2nθ)

2 sin θ
− cos2 θ sin2(nθ))

sin2 θ

]
=

1

4(1− x2)

[
2n2 + 2n− xU2n−1(x)− 2x2U2

n−1(x)
]
.

Thus, proof is completed.

Example 2.3. Let n = 2 in (1.4), i.e. ;

Umin =

(
U0(x) U0(x)
U0(x) U1(x)

)
.

4
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||Umin||2E =

2∑
i=1

2∑
j=1

|Umin{i−1,j−1}(x)|2

=

1∑
k=0

[3− 2k]U2
k (x)

= 3U2
0 (x) + 1U2

1 (x)

= 3(12) + 1(2x)2

= 3 + 4x2

and, for n = 2 in (2.2), we have;

||Umin||2E =
1

4(1− x2)

[
2(22) + 2(2)− xU3(x)− 2x2U2

1 (x)
]

=
1

4(1− x2)

[
12− x(8x3 − 4x)− 2x2(8x3 − 4x)2)

]
=

1

4(1− x2)

[
12 + 4x2 − 16x4

]
=

1

4(1− x2)

[
4(3 + 4x2)(1− x2)

]
= 3 + 4x2.

Corollary 2.4. Let Umin = [Umin{i−1,j−1}(x)]
n
i,j=1 be the matrix defined in

(1.4), then;

1

2
√
n

[
1

4(1− x2)

(
2n2 + 2n− xU2n−1(x)− 2x2U2

n−1(x)
)] 1

2

≤ ‖Umin‖2
(2.5)

and

||Umin||2 ≤ 1

2

[
1

4(1− x2)

(
2n2 + 2n− xU2n−1(x)− 2x2U2

n−1(x)
)] 1

2

.

(2.6)

Proof. By using (1.2) and (2.1) , the proof is clearly obtained.

Theorem 2.7. Let Vmin = [Vmin{i−1,j−1}(x)]
n
i,j=1 be an n×nmatrix. Then,

for |x| < 1 and n ≥ 2

‖Vmin‖2E =
1

x+ 1

(
n2 + xU2

n−1(x)
)
. (2.8)

5
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Proof. According to the definition of the Euclidean norm , we have;

||Vmin||2E =

n∑
i=1

n∑
j=1

|Vmin{i−1,j−1}(x)|2

=

n−1∑
k=0

[2(n− 1)− 2k + 1]V 2
k (x)

= (2n− 1)

n−1∑
k=0

cos2((k + 1
2 )θ)

cos2( θ2 )
− 2

n−1∑
k=1

k
cos2((k + 1

2 )θ)

cos2( θ2 )

= (2n− 1)

(
1

2

n

cos2( θ2 )
+

1

4

sin(kθ) cos2(kθ))
sin( θ2 ) cos3(

θ
2 ))

)

−
−n+ n2 + cos(θ)(1−cos2(nθ))

−1+cos2(θ) − sin(nθ) cos(nθ)(1−2n)
sin(θ)

cos(θ) + 1

=
1

cos(θ) + 1

(
2n2 − n+

(2n− 1)

2
U2n−1(x)

)
− 1

cos(θ) + 1

(
−n+ n2 − cos(θ)U2

n−1(x) + U2n−1
2n− 1

2

)
.

Thus, proof is completed.

Example 2.9. Let n = 3 in (1.5), i.e.,

Vmin =

 V0(x) V0(x) V0(x)
V0(x) V1(x) V1(x)
V0(x) V1(x) V2(x)

 .

The Euclidean norm of Vmin is

||Vmin||2E =
3∑
i=1

3∑
j=1

|Vmin{i−1,j−1}(x)|2

=

2∑
k=0

[5− 2k + 1]V 2
k (x)

= 5(1)2 + 3(−1 + 2x)2 + 1(−1− 2x+ 4x2)2

= 9− 8x+ 8x2 − 16x3 + 16x4

6
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and, for n=3 in (2.8), we obtain;

||Vmin||2E =
1

x+ 1

(
32 + xU2

2 (x)
)

=
1

x+ 1

(
9 + x(4x2 − 1)2

)
=

1

x+ 1

(
9 + x− 8x3 + 16x5

)
.

Corollary 2.10. Let Vmin = [Vmin{i−1,j−1}(x)]
n
i,j=1 be the matrix defined in

(1.5), then;

1

2
√
n

[
1

x+ 1

(
n2 + xU2

n−1(x)
)] 1

2

≤ ‖Vmin‖2 (2.11)

and

‖Vmin‖2 ≤ 1

2

[
1

x+ 1

(
n2 + xU2

n−1(x)
)] 1

2

.

Proof. By using (1.2) and (2.7) , the proof is clearly obtained.

Theorem 2.12. Let Wmin = [Wmin{i−1,j−1}(x)]
n
i,j=1 be an n × n matrix.

Then, for |x| < 1 and n ≥ 2

||Wmin||2E =
1

(1− x)

(
n2 − xU2

n−1(x)
)
. (2.13)

7
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Proof. According to the definition of the Euclidean norm , we have

||Wmin||2E =

n∑
i=1

n∑
j=1

|Wmin{i−1,j−1}(x)|2

=

n−1∑
k=0

[2(n− 1)− 2k + 1]W 2
k (x)

= (2n− 1)

n−1∑
k=0

sin2((k + 1
2 )θ)

sin2( θ2 )
− 2

n−1∑
k=1

k
sin2((k + 1

2 )θ)

sin2( θ2 )

=
(2n− 1)

1− cos(θ)

(
n− 1

2

sin(2nθ)
sin(θ)

)
− 1

1− cos(θ)

[
− (n− 1)n

− (−2n+ 2n2 +
cos(θ)(1− cos(nθ)2)

−1 + cos(θ)2

− sin(nθ) cos(nθ)(1− 2n)

sin(θ)
)

]
=

1

1− cos(θ)

(
2n2 − n− (2n− 1)

2
U2n−1(x)

)
− 1

1− cos(θ)

(
− n2 + n− 2n+ 2n2 + cos(θ)U2

n−1(x)

− (2n− 1)

2
U2n−1

)
.

Thus, proof is completed.

Example 2.14. Let n = 4 in (1.6), i.e.,

Wmin =


W0(x) W0(x) W0(x) W0(x)
W0(x) W1(x) W1(x) W1(x)
W0(x) W1(x) W2(x) W2(x)
W0(x) W1(x) W2(x) W3(x)

 .

8
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The Euclidean norm ofWmin is

||Wmin||2E =

4∑
i=1

4∑
j=1

|Wmin{i−1,j−1}(x)|2

=

3∑
k=0

[7− 2k]W 2
k (x)

= 7W 2
0 (x) + 5W 2

1 (x) + 3W 2
2 (x) + 1W 2

3 (x)

= 7(1)2 + 5(1 + 2x)2 + 3(−1 + 2x+ 4x2)2

+ 1(−1− 4x+ 4x2 + 8x3)2

= 16 + 16x+ 16x2 + 64x5 + 64x6

and for n = 4 in (2.13), we get,

||Wmin||2E =
1

(1− x)

(
42 − xU2

3 (x)
)

=
1

(1− x)

(
16− x(−4x2 + 8x3)2

)
=

1

(1− x)

(
16− 16x3 + 64x5 − 64x7

)
.

Corollary 2.15. LetWmin = [Wmin{i−1,j−1}(x)]
n
i,j=1 be the matrix defined

in (1.6), then;

1

2
√
n

[
1

(1− x)

(
n2 − xU2

n−1(x)
)] 1

2

≤ ‖Wmin‖2 (2.16)

and

‖Wmin‖2 ≤ 1

2

[
1

(1− x)

(
n2 − xU2

n−1(x)
)] 1

2

.

Proof. By using (1.2) and (2.12) , the proof is clearly obtained.

3 Conclusion
In this paper, we construct Min matrices with elements defined through
Chebyshev polynomials. We hope that these insights will encourage fur-
ther research on Min matrices and Chebyshev polynomials, with potential
applications across various fields of mathematics.

9
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Abstract

TheFrankmatrix is a special maximummatrix that is important in
the literature in terms of its eigenvalues. In the present paper, we intro-
duce some new generalizations of the Frank matrix which are called
the generalized Fibonacci-Frank and Lucas-Frank matrices. We ex-
plore upper bounds for the largest eigenvalues of the newly defined
matrices. We also examine the Euclidean and spectral norms of these
matrices.
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1 Introduction
Matrices play a significant role in solving and modelling problems across
various disciplines, given their extensive range of applications. Quantities
such as the eigenvalues, spectral radius, determinant, trace, and norm of
a matrix provide crucial information about the matrix in question. These
quantities constitute key areas of study in linear algebra and matrix theory.
Undoubtedly, investigating these quantities on special matrices allows for
more meaningful results. The Frank matrix, notable for its eigenvalues, is a
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special type of maximummatrix with significant relevance in the literature.
The rth order Frank matrix is defined as [1]

Fr = [puv]
r
u,v=1 =



r r − 1 0 0 . . . 0 0
r − 1 r − 1 r − 2 0 . . . 0 0
r − 2 r − 2 r − 2 r − 3 . . . 0 0
...

...
...

...
. . .

...
...

2 2 2 2 . . . 2 1
1 1 1 1 . . . 1 1


.

The entries of the Frank matrix Fr are described by the rule

puv =

{
r + 1−max (u, v) , u > v − 2

0, or else.

There are various studies in the literature on Frank matrix [1, 2, 3, 4, 5, 6].
The eigenvalues of the Frank matrix Fr appear in real, positive, and recip-
rocal pairs [2]. One of its eigenvalues is 1, when r is odd. Additionally,
det(Fr) = 1 for all values of r [2].

On the other hand, number sequences have numerous applications in
mathematicalmodelling, computer science, statistics, physics, and other sci-
ences. The Fibonacci and Lucas number sequences are the most popular
number sequences, and they are defined by the recurrence relations fs =
fs−1 + fs−2 with f0 = 0, f1 = 1 and
ls = ls−1 + ls−2 with l0 = 2, l1 = 1 [7]. The Binet formulas for the
Fibonacci and Lucas number sequences are

fs =
φs − ψs

φ− ψ
,

ls = φs + ψs,

respectively, where φ and ψ are the roots of the characteristic equation λ2−
λ−1 = 0 [7]. For the Fibonacci and Lucas number sequences, the following
recurrence relations hold true [7, 8]

s∑
t=1

ft = fs+2 − 1,

s∑
t=1

f2t = fsfs+1,

s∑
t=1

lt = ls+2 − 3,

s∑
t=1

l2t = lsls+1 − 2.

There exist numerous studies in the literature concerning the eigenval-
ues and norms of matrices involving the Fibonacci and Lucas number se-
quences [9, 10, 11, 12, 13]. By using the real number sequence

12
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a = (a1, a2, a3, . . . , ar) instead of 1, 2, 3, . . . , r in the Frank matrix Fr ,
the generalized Frank matrix Far = [quv]

r
u,v=1 has been defined, whose

entries are described by [4]

quv =

{
ar+1−max(u,v), u > v − 2

0, or else.

The algebraic structure of the generalized Frank matrix Far has been exam-
ined, and its properties such as determinant, inverse, characteristic polyno-
mial andLU decomposition have been obtained [4]. The special cases of the
generalized Frank matrix have been defined using the Fibonacci sequence
f = (f2, f3, f4, . . . , fr+1) and Lucas sequence l = (l1, l2, l3, . . . , lr) as
the real number sequence a = (a1, a2, a3, . . . , ar) in the generalized Frank
matrix Far . These special cases are known as the Fibonacci-Frank matrix
Ffr and Lucas-Frank matrix Flr , respectively [14]. Properties such as the
number of eigenvalues within a specified interval, bounds for the largest
eigenvalues, and some norms of these matrices have also been investigated
[15].

In this paper, we introduce the generalized Fibonacci-FrankmatrixFGfr
and generalized Lucas-Frank matrix FGlr using the sequences
f∗ = (fs, fs+1, fs+2, . . . , fs+r−1) and l∗ = (ls, ls+1, ls+2, . . . , ls+r−1),
respectively, as the real number sequence a = (a1, a2, a3, . . . , ar) in the
generalized Frank matrix Far . Here, fs and ls represent the sth Fibonacci
and Lucas numbers, respectively.

The generalized Fibonacci-Frank matrix FGfr = [fuv]
r
u,v=1 is defined

as

FGfr =



fs+r−1 fs+r−2 0 0 . . . 0 0
fs+r−2 fs+r−2 fs+r−3 0 . . . 0 0
fs+r−3 fs+r−3 fs+r−3 fs+r−4 . . . 0 0

...
...

...
...

. . .
...

...
fs+1 fs+1 fs+1 fs+1 . . . fs+1 fs
fs fs fs fs . . . fs fs


,

where fs is the sth Fibonacci number. The entries of the matrix FGfr are
described by the rule

fuv =

{
fs+r−max(u,v), u > v − 2

0, or else.

13
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The generalized Lucas-Frank matrix FGlr = [luv]
r
u,v=1 is defined as

FGlr =



ls+r−1 ls+r−2 0 0 . . . 0 0
ls+r−2 ls+r−2 ls+r−3 0 . . . 0 0
ls+r−3 ls+r−3 ls+r−3 ls+r−4 . . . 0 0

...
...

...
...

. . .
...

...
ls+1 ls+1 ls+1 ls+1 . . . ls+1 ls
ls ls ls ls . . . ls ls


,

where ls is the sth Lucas number. Its entries are described by

luv =

{
ls+r−max(u,v), u > v − 2

0, or else.

We note that for s = 2 and s = 1, the matrices FGfr and FGlr turn into
matrices Ffr and Flr , respectively. By using the findings of [4], we obtain
determinants, inverses, LU decompositions and characteristic polynomials
of the matrices FGfr and FGlr as follows.

Thedeterminants of the rth ordermatricesFGfr andFGlr are calculated
by the rules

det
(
FGfr

)
= fs

r∏
t=2

fs+t−3

and

det
(
FGlr

)
= ls

r∏
t=2

ls+t−3.

ThematrixBGfr = [βuv]
r
u,v=1 which is the inverse of the rth order matrix

14
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FGfr has the following entries

βuv =



1

fs+r−3
, u = v = 1

fs+1

fsfs−1
, u = v = r

fs+r−u+1

fs+r−u−1fs+r−u−2
, u = v, u, v 6= 1, r

− 1

fs+r−u−1
, u = v + 1

0, u > v + 1

(−1)
v−u

v−u∏
m=1

β
uu

fs+r−u−m
fs+r−u−m−2

, u < v < r

−βu,r−1, u < v = r.

The entries of the matrixHGlr
= [ηuv]

r
u,v=1, which is the inverse of the rth

order matrix FGlr , are described by the rule

ηuv =



1

ls+r−3
, u = v = 1

ls+1

lsls−1
, u = v = r

ls+r−u+1

ls+r−u−1ls+r−u−2
, u = v, u, v 6= 1, r

− 1

ls+r−u−1
, u = v + 1

0, u > v + 1

(−1)
v−u

v−u∏
m=1

η
uu

ls+r−u−m
ls+r−u−m−2

, u < v < r

−ηu,r−1, u < v = r.

The LU decomposition of the matrix FGfr exists for all r, and it consists of

15



The Generalized Fibonacci-Frank and ...

L = [τuv]
r
u,v=1 and U = [ϑuv]

r
u,v=1, such that

τuv =


0, u < v
1, u = v

fs+r−u
fs+r−v

, or else

and

ϑuv =



fs+r−1, u = v = 1

fs+r−ufs+r−u−1

fs+r−u+1
, u = v 6= 1

fs+r−u−1, u = v − 1

0, or else.

The LU decomposition of the matrix FGlr exists for all r, and its compo-
nents L = [τ∗uv]

r
u,v=1 and U = [ϑ∗uv]

r
u,v=1 are as

τ∗uv =


0, u < v
1, u = v

ls+r−u
ls+r−v

, or else

and

ϑ∗uv =



ls+r−1, u = v = 1

ls+r−uls+r−u−1

ls+r−u+1
, u = v 6= 1

ls+r−u−1, u = v − 1

0, or else.

The characteristic polynomial of thematrixFGfr has the recurrence relation

Pr (λ) = (λ− fs+r−3)Pr−1 (λ)− fs+r−2λPr−2 (λ) ,

with

P1 (λ) = λ− fs and P2 (λ) = λ2 − fs+2λ+ fsfs+1 − f2s .

Let the polynomial Pr(λ) = λr + γ
(r)
r−1λ

r−1 + . . . + γ
(r)
1 λ + γ

(r)
0 be the

characteristic polynomial of the rth order matrix FGfr . Then, there are the
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following relations between the coefficients of the characteristic polynomial
for 1 ≤ t ≤ r − 2

γ
(r)
0 = −fs+r−3γ

(r−1)
0 = (−1)r det

(
FGfr

)
,

γ
(r)
r−1 = γ

(r−1)
r−2 − fs+r−1 = −tr

(
FGfr

)
,

and
γ
(r)
t = γ

(r−1)
t−1 + fs+r−3γ

(r−1)
t − fs+r−2γ

(r−2)
t−1 .

Thematrix FGlr has the characteristic polynomial with the following recur-
rence relation

Pr (µ) = (µ− ls+r−3)Pr−1 (µ)− ls+r−2µPr−2 (µ) ,

P1 (µ) = µ− ls and P2 (µ) = µ2 − ls+2µ+ lsls+1 − l2s .

The relations

ζ
(r)
0 = −ls+r−3ζ

(r−1)
0 = (−1)r det

(
FGlr

)
,

ζ
(r)
r−1 = ζ

(r−1)
r−2 − ls+r−1 = −tr

(
FGlr

)
,

and
ζ
(r)
t = ζ

(r−1)
t−1 + ls+r−3ζ

(r−1)
t − ls+r−2ζ

(r−2)
t−1

hold true for the characteristic polynomial
Pr(µ) = µr + ζ

(r)
r−1µ

r−1 + . . . + ζ
(r)
1 µ + ζ

(r)
0 of the rth order matrix

FGlr , where 1 ≤ t ≤ r − 2.
In the next section we investigate upper bounds for the largest eigenval-

ues of the matrices FGfr and FGlr .

2 On the largest eigenvalues of the generalized
Fibonacci-Frank and Lucas-Frank matrices

Theorem 2.1. Thefollowing equalities hold true for the generalized Fibonacci-
Frank matrix FGfr

(1) trFGfr = fs+r+1 − fs+1,

(2) trF 2
Gfr

= 3 (fs+r−2fs+r−1 − fs−1fs) + f2s+r−1,

17
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(3)
r∑
t=1

(
λt −

trFGfr
r

)2

= 3 (fs+r−2fs+r−1 − fs−1fs) + f2s+r−1

− 1

r
(fs+r+1 − fs+1)

2
,

where λt’s (t = 1, 2, . . . , r) are the eigenvalues of the matrix FGfr .

Proof. (1) For the matrix FGfr = [fuv]
r
u,v=1, we obtain

trFGfr =

s+r−1∑
t=s

ft =

s+r−1∑
t=1

ft −
s−1∑
t=1

ft

= (fs+r+1 − 1)− (fs+1 − 1)
= fs+r+1 − fs+1.

(2) For the matrix F 2
Gfr

=
[
f
(2)
uv

]r
u,v=1

, we have

trF 2
Gfr

=

r∑
t=1

f
(2)
tt =

r∑
t=1

(
r∑

h=1

fthfht

)
,

where

fth =

{
fr+s−max (t,h), t > h− 2

0, or else

and

fht =

{
fr+s−max (h,t), h > t− 2

0, or else.

If |t − h| < 2, then fthfht 6= 0, otherwise fthfht = 0. |t − h| < 2
requires the equations t = h, t = h− 1 and t = h+ 1 for 1 < t < r.
Since f (2)11 = f2s+r−1 + f2s+r−2 and f

(2)
rr = f2s + f2s , we obtain

trF 2
Gfr

=

r∑
t=1

ftt
(2)

= f
2
s+r−1 + f

2
s+r−2 +

r−1∑
t=2

 t+1∑
h=t−1

fthfht


+f2

s + f2
s

=

r−1∑
t=2

(
2f

2
s+r−t + f

2
s+r−1−t

)
+ f

2
s+r−1 + f

2
s+r−2 + 2f

2
s

= 2

r−1∑
t=2

f
2
s+r−t +

r−1∑
t=2

f
2
s+r−1−t + f

2
s+r−1 + f

2
s+r−2 + 2f

2
s

= 2
(
f2
s+r−2 + f2

s+r−3 + . . .+ f2
s+2 + f2

s+1

)
+
(
f2
s+r−3 + f2

s+r−4 + . . .+ f2
s+1 + f2

s

)
+f2

s+r−1 + f2
s+r−2 + 2f2

s .
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Thus,

trF 2
Gfr

= 3

s+r−2∑
t=s

f2
t + f2

s+r−1

= 3

(
s+r−2∑
t=1

f2
t −

s−1∑
t=1

f2
t

)
+ f2

s+r−1

= 3 (fs+r−2fs+r−1 − fs−1fs) + f2
s+r−1.

(3) By using (1) and (2), we get
r∑
t=1

(
λt −

trFGfr
r

)2

=

r∑
t=1

λ2t − 2
trFGfr
r

r∑
t=1

λt +

r∑
t=1

(
trFGfr
r

)2

=

r∑
t=1

λ2t − 2

(
trFGfr

)2
r

+ r

(
trFGfr
r

)2

= 3 (fs+r−2fs+r−1 − fs−1fs) + f2s+r−1

−1

r
(fs+r+1 − fs+1)

2
.

Theorem 2.2. The following equalities hold true for the generalized Lucas-
Frank matrix FGlr
(1) trFGlr = ls+r+1 − ls+1,

(2) trF 2
Glr

= 3 (ls+r−2ls+r−1 − ls−1ls) + l2s+r−1,

(3)
r∑
t=1

(
µt −

trFGlr
r

)2

= 3 (ls+r−2ls+r−1 − ls−1ls) + l2s+r−1

− 1

r
(ls+r+1 − ls+1)

2
,

where µt’s (t = 1, 2, . . . , r) are the eigenvalues of the matrix FGlr .

Proof. The proof follows a similar approach to that of Theorem 2.1.

Theorem 2.3. Let the eigenvalues of the generalized Fibonacci-Frankmatrix
FGfr are ordered as λ1 > λ2 > . . . > λr . Then, the largest eigenvalue λ1
has the following upper bound

λ1 ≤
(
1− 1

r

) 1
2 (

3 (fs+r−2fs+r−1 − fs−1fs) + f2s+r−1

−1

r
(fs+r+1 − fs+1)

2

) 1
2

+
1

r
(fs+r+1 − fs+1) .
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Proof. The equality

λ1 −
trFGfr
r

= −
r∑
t=2

(
λt −

trFGfr
r

)
holds true for the generalized Fibonacci-Frank matrix FGfr . Then, we have

|λ1 −
trFGfr
r

| ≤
r∑
t=2

|λt −
trFGfr
r

|. (2.4)

By means of [16], we have the inequality
r∑
t=1

ot

r∑
t=1

otatbt ≥
r∑
t=1

otat

r∑
t=1

otbt, (2.5)

where o = (ot) is a positive real number sequence and a = (at) and b =
(bt), (t = 1, 2, . . . , r) are non-negative real number sequences with same
monocity. Moreover, if the sequences a = (at) and b = (bt) have opposite
monocity, then the inequality (2.5) reverses [16]. If the inequality (2.5) is
used for the right hand side of the inequality (2.4) with at =

1

|λt −
trFGfr
r

|

and bt = ot = |λt −
trFGfr
r

|, we have

|λ1 −
trFGfr

r
| ≤

r∑
t=2

|λt −
trFGfr

r
| ≤

√√√√(r − 1)

r∑
t=2

|λt −
trFGfr

r
|2 .

Then,(
λ1 −

trFGfr
r

)2

≤ (r − 1)

(
r∑
t=1

(
λt −

trFGfr
r

)2

−
(
λ1 −

trFGfr
r

)2)
,

r

r − 1

(
λ1 −

trFGfr
r

)2

≤
r∑
t=1

(
λt −

trFGfr
r

)2

,

λ1 −
trFGfr

r
≤

√√√√(1 −
1

r

) r∑
t=1

(
λt −

trFGfr
r

)2

.

ConsideringTheorem 2.1 (3)

λ1 ≤
(
1− 1

r

) 1
2 (

3 (fs+r−2fs+r−1 − fs−1fs) + f2
s+r−1

−1

r
(fs+r+1 − fs+1)

2

) 1
2

+
1

r
(fs+r+1 − fs+1) .

20



Recent Developments in Mathematics

Theorem 2.4. Let the eigenvalues of the generalized Lucas-Frank matrix
FGlr are ordered as µ1 > µ2 > . . . > µr . Then, there is the following
upper bound for the largest eigenvalue µ1

µ1 ≤
(
1− 1

r

) 1
2 (

3 (ls+r−2ls+r−1 − ls−1ls) + l2s+r−1

−1

r
(ls+r+1 − ls+1)

2

) 1
2

+
1

r
(ls+r+1 − ls+1) .

Proof. The proof follows a similar approach to that of Theorem 2.3.

The next section includes the Euclidean and spectral norms of the gen-
eralized Fibonacci-Frank and Lucas-Frank matrices.

3 Somenormsof the generalizedFibonacci-Frank
and Lucas-Frank matrices

The Euclidean (Frobenius) and spectral norm of anm× nmatrixX are

‖X‖F =

[
m∑
u=1

n∑
v=1

| xuv |2
] 1

2

and ‖X‖2 =

√
max

1≤t≤n
λt
(
XHX

)
,

respectively, where XH is the conjugate transpose of X and λt’s are the
eigenvalues ofXHX [17].

Themaximumrow lengthnorm r1 (X) and themaximumcolumn length
norm c1 (X) of them× nmatrixX = [xuv] are

r1 (X) = max
u

√∑
v

| xuv |2 and c1 (X) = max
v

√∑
u

| xuv |2,

respectively [17].
Let them× nmatricesX = [xuv], Y = [yuv], and Z = [zuv] have the

relation Y ◦ Z = X , then

‖X‖2 ≤ r1 (Y ) c1 (Z) ,

where Y ◦Z = [yuvzuv] is the Hadamard product of the matrices Y and Z
[17].
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Theorem 3.1. The Euclidean norm of the generalized Fibonacci-Frank ma-
trix FGfr is

∥FGfr
∥
F

=

(
r + 2

5
(l2s+2r−3 − l2s−1)

−1

5
(l2s−2 − rl2s+2r−4 + (r − 1) l2s+2r−2)

−1

2
(−1)r+s − 2r + 3

10
(−1)s + f2

s+r−1

) 1
2

.

Proof. By considering the Binet formulas for the Fibonacci and Lucas se-
quences, we have

∥FGfr
∥2
F
=

r−1∑
t=1

(r − t+ 2) f2
s+t−1 + f2

s+r−1

=

r−1∑
t=1

(r + 2) f2
s+t−1 −

r−1∑
t=1

tf2
s+t−1 + f2

s+r−1

=
(r + 2)

5

r−1∑
t=1

(
φs+t−1 − ψs+t−1)2

− 1

5

r−1∑
t=1

t
(
φs+t−1 − ψs+t−1)2 + f2

s+r−1

=
r + 2

5

r−1∑
t=1

(
φ2s−2 (φt)2 + ψ2s−2 (ψt)2 − 2 (−1)s+t−1

)
− 1

5

r−1∑
t=1

t
(
φ2s−2 (φt)2 + ψ2s−2 (ψt)2 − 2 (−1)s+t−1

)
+ f2

s+r−1.

By using the well-known equalities
r−1∑
t=1

m
t

=
mr −m

m− 1
and
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r−1∑
t=1

tm
t
=
m− rmr + (r − 1)mr+1

(m− 1)2
for an arbitrarym, (m 6= 1), we get

∥FGfr ∥
2

F
=
r + 2

5

(
φ2s−2

(
φ2
)r − φ2

φ2 − 1
+ ψ2s−2

(
ψ2
)r − ψ2

ψ2 − 1
− 2 (−1)s−1

r−1∑
t=1

(−1)
t

)

−
1

5

(
φ2s−2

(
φ2 − r

(
φ2
)r

+ (r − 1)
(
φ2
)r+1

(φ2 − 1)2

)

+ψ2s−2

(
ψ2 − r

(
ψ2
)r

+ (r − 1)
(
ψ2
)r+1

(ψ2 − 1)2

)

−2 (−1)s−1
r−1∑
t=1

t (−1)
t

)
+ f2

s+r−1

=
r + 2

5

((
φ2s+2r−3 + ψ2s+2r−3

)
−
(
φ2s−1 + ψ2s−1

)
− (−1)s−1 ((−1)r + 1)

)
−

1

5

((
φ2s−2 + ψ2s−2

)
−r
(
φ2s+2r−4 + ψ2s+2r−4

)
+ (r − 1)

(
φ2s+2r−2 + ψ2s+2r−2

)
+(−1)s−1 1 + (2r − 1) (−1)r

2

)
+ f2

s+r−1

=
r + 2

5
(l2s+2r−3 − l2s−1) −

1

5
(l2s−2 − rl2s+2r−4

+(r − 1) l2s+2r−2) −
1

2
(−1)r+s −

2r + 3

10
(−1)s + f2

s+r−1.

Theorem 3.2. The Euclidean norm of the generalized Lucas-Frank matrix
FGlr is

∥FGlr
∥
F

= ((r + 2) (l2s+2r−3 − l2s−1)− l2s−2 + rl2s+2r−4

− (r − 1) l2s+2r−2 +
5

2
(−1)s+r

+
2r + 3

2
(−1)s + l2s+r−1

) 1
2

.

Proof. The proof follows a similar approach to that of Theorem 3.1.

Theorem 3.3. The spectral norm of the generalized Fibonacci-Frank matrix
FGfr has the inequality

‖FGfr ‖2 ≤
√(

f2s+r−1 + 1
) (
f2s+r−2 + r − 1

)
.

Proof. By using the Hadamard product, the matrix FGfr can be written as
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FGfr = X ◦ Y , where

X = [xuv]
r
u,v=1 =



fs+r+1 1 0 0 . . . 0 0
fs+r−2 fs+r−2 1 0 . . . 0 0
fs+r−3 fs+r−3 fs+r−3 1 . . . 0 0

...
...

...
...

. . .
...

...
fs+1 fs+1 fs+1 fs+1 . . . fs+1 1
fs fs fs fs . . . fs fs


and

Y = [yuv]
r
u,v=1 =



1 fs+r−2 0 0 . . . 0 0
1 1 fs+r−3 0 . . . 0 0
1 1 1 fs+r−4 . . . 0 0
...

...
...

...
. . .

...
...

1 1 1 1 . . . 1 fs
1 1 1 1 . . . 1 1


.

It is easy to see by the induction method that the inequality
2fs+r−2 < fs+r+1 holds true for the Fibonacci number sequence. Then,
the maximum row length norm of X and maximum column length norm
of Y are

r1 (X) = max
u

√∑
v

|xuv|2 =
√
f2s+r−1 + 1,

c1 (Y ) = max
v

√∑
u

|yuv|2 =
√
f2s+r−2 + r − 1

respectively. Thus, we have

‖FGfr ‖2 ≤ r1 (X) c1 (Y ) =
√(

f2s+r−1 + 1
) (
f2s+r−2 + r − 1

)
as desired.

Theorem 3.4. Thespectral normof the generalized Lucas-FrankmatrixFGlr
has the inequality

||FGlr ||2 ≤
√(

l2s+r−1 + 1
) (
l2s+r−2 + r − 1

)
.

Proof. The proof follows a similar approach to that of Theorem 3.3.

Finally, we provide some examples to illustrate our results.
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4 Examples
Tables 1 and 2 include some examples for the upper bounds for the largest
eigenvalues of the matrices FGfr and FGlr , respectively.

r s Largest Eigenvalue Upper bound

3
4 12.5208 12.6666
6 32.7797 33.1833
8 85.8189 86.8840

5
4 33.1074 34.3639
6 86.6690 89.9671
8 226.8998 235.5376

7
4 86.6716 90.7103
6 226.9066 237.4785
8 594.0480 621.7254

Table 1: Some upper bounds for the largest eigenvalue of the matrix FGfr for the values r = 3, 5, 7 and

s = 4, 6, 8 according to Theorem 2.3.

r s Largest Eigenvalue Upper bound

3
4 28 28.3707
6 73.2987 74.2182
8 191.8972 194.2854

5
4 74.0162 76.8441
6 193.7925 201.1741
8 507.3613 526.6787

7
4 193.7982 202.8269
6 507.3764 531.0153
8 1328.3309 1390.2193

Table 2: Some upper bounds for the largest eigenvalue of the matrix FGlr for the values r = 3, 5, 7 and

s = 4, 6, 8 according to Theorem 2.4.

The Euclidean norms of the matrices FGfr
and FGlr

for r = 3 and s = 4 are
obtained as follows according toTheorems 3.1 and 3.2

∥FGf3
∥
F

=

(
l11 − l7 −

1

5
(l6 − 3l10 + 2l12) +

1

2
− 9

10
+ f2

6

) 1
2

= 13.2288

and
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∥FGl3
∥
F

=

(
5 (l11 − l7)− l6 + 3l10 − 2l12 −

5

2
+

9

2
+ l26

) 1
2

= 29.7153.

Tables 3 and 4 include some examples for the upper bounds for the spectral
norms of the matrices FGfr

and FGlr
, respectively.

r s Spectral norm Upper bound

3
4 12.7614 41.8927
6 33.4372 274.9218
8 87.5508 1871.9263

5
4 34.9246 276.5249
6 91.4455 1873.5421
8 239.4121 12819.5446

7
4 92.0298 1875.1565
6 240.9420 12821.1622
8 630.7961 87846.1630

Table 3: Some upper bounds for the spectral norm of the matrix FGfr for the values r = 3, 5, 7 and

s = 4, 6, 8 according to Theorem 3.3.

r s Spectral norm Upper bound

3
4 28.5934 199.9375
6 74.7902 1364.9286
8 195.7780 9349.9273

5
4 78.1188 1366.5467
6 204.4879 9351.5453
8 535.3454 64081.5451

7
4 205.5950 9353.1631
6 538.7664 64083.1631
8 1410.5045 439208.1631

Table 4: Some upper bounds for the spectral norm of the matrix FGlr for the values r = 3, 5, 7 and

s = 4, 6, 8 according to Theorem 3.4.

According to these examples, both the largest eigenvalue and spectral norm
bounds of the generalized Fibonacci-Frank and Lucas-Frank matrices are closer to
their real values of these concepts for smaller values ofn and k than for larger values.
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Conclusion
In this paper, we have introduced new generalizations of the Frankmatrix, which is a
special maximummatrix that attracts attention with its eigenvalues in the literature.
We have called these generalizations the generalized Fibonacci-Frank and Lucas-
Frank matrices since their entries were selected starting from the sth Fibonacci and
Lucas numbers, respectively. We have obtained the upper bounds for the largest
eigenvalues of these matrices and investigated their Euclidean and spectral norms.
Additionally, we have given some numerical examples to illustrate our results.
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3. ON SOME POLYGONAL NUMBERS
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Abstract

Polygonal numbers are integer sequences associated with regular
geometric shapes. Polygonal numbers are also called n-gonal num-
bers because they are related to the number of sides of regular poly-
gons. Triangular numbers represent points arranged along the edges
of a triangle; square numbers represent points arranged in a square;
pentagonal numbers represent points arranged in a pentagon, and so
on. This study will discuss some identities defined for triangular and
square numbers and the visual proofs of these identities.
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bers, Square numbers, Visual proofs
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1 Introduction
Figurate numbers are positive integers that can be represented geometrically
by an arrangement of dots or physically by an arrangement of objects such
as pebbles. Figurate numbers are among the most widely studied topics in
number theory due to their role in connecting geometry and number theory.

Points representing figurate numbers are given different names based on
the shapes they form in space or on the plane. If the points are arranged in a
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regular polygon shape on the plane, the figurate numbers are called Polygo-
nal Numbers. If the points are clustered in a regular polygon around a point
on the plane, the figurate numbers are called Centered Polygonal Numbers.
Additionally, if the points are formed as a cube in three-dimensional space,
the figurate numbers are called Cubic Numbers. If they are formed in the
shape of a pyramidwith an equilateral triangle base, the figurate numbers are
called Regular Tetrahedral. Also, pronic, trapezoidal, and polygram num-
bers are examples of other two-dimensional figurate numbers. For further
information on figurate numbers, see [1, 2, 3].

In this study, some polygonal numbers and their properties will be dis-
cussed. Also, visual proofs of some identities will be given.

2 Polygonal Numbers
A polygonal number is a sequence of numbers obtained by arranging peb-
bles, balls, or dots representing numbers as a regular polygon on a plane.
Polygonal numbers are named according to the number of sides of the reg-
ular polygons formed on the plane. Accordingly, we start with a fixed point
in the plane. Two points are added to this fixed point, and the resulting three
points are arranged as an equilateral triangle. Three more points are added
to this three-point equilateral triangle, and one more line is added to the
existing triangle. A larger equilateral triangle is obtained if these six points
are arranged in the form of an equilateral triangle so that the points in each
line are equidistant. Four more points are added to this six-point equilat-
eral triangle, and one more line is added to the existing triangle. If these
ten points are arranged as an equilateral triangle with the points in each line
being equidistant, an equilateral triangle of a larger size is obtained with ten
points. Thus, this process continues , and a larger equilateral triangle is cre-
ated each time.

As a result, if two, three, four, five, ... points are added to a fixed point
at the beginning, and these points are arranged in the form of an equilat-
eral triangle, an equilateral triangle of larger size is obtained each time. The
number of points in this equilateral triangle is 1, 3, 6, 10, 15, 21, 28, 36, 45,
55, ... respectively, and these numbers form a sequence of positive integers.
The terms in this sequence of numbers are called Triangular Numbers, see
[1].

Similarly, we start with a fixed point on the plane. Three more points
are added to this fixed point, and the resulting four points are arranged in
a square. Five more points are added to this four-point square, forming a
larger square when one more row is added. A larger square is formed if
these nine points are arranged in a square pattern, with the points in each
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Figure 1: The first four triangular numbers

row equidistant. Seven more points are added to this nine-point square,
and one more row is added to the existing square. If these sixteen points
are arranged in a square form, with the points in each row equidistant, a
larger square is obtained with sixteen points. Thus, this process continues
indefinitely, and a larger square is created each time.

As a result, if three, five, seven, nine, ... points are added to a fixed point
at the beginning, and these points are arranged in a square form, a larger
square is obtained each time. The number of points in these squares is 1, 4,
9, 16, 25, 36, 49, 64, 81, 100, ... respectively, forming a sequence of positive
integers. The terms in this sequence are called Square Numbers; see [1].

Figure 2: The first four square numbers

If four, seven, ten, thirteen, ... points are added to a fixed point, and
these points are arranged in the plane as a regular pentagon, a larger regu-
lar pentagon is obtained each time. The number of points in these regular
pentagons is 1, 5, 12, 22, 35, 51, 70, 92, 117, 145, ... respectively, forming a
sequence of positive integers. The terms in this sequence are called Pentag-
onal Numbers.

If the same procedure is continued, Hexagonal Numbers can be con-
structed. Thus, the terms of the sequence of hexagonal numbers are 1, 6,
15, 28, 45, 66, 91, 120, 153, 190, ... respectively. Similarly, 1, 7, 18, 34, 55,
81, 112, 148, 189, 235, ... are the sequence of heptagonal numbers, and 1, 8,
21, 40, 65, 96, 133, 176, 225, 280, ... are the first few terms of the sequence
of octagonal numbers (see [1]).
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Figure 3: The first four pentagonal numbers

Thus, we have constructed some subclasses of polygonal numbers. This
study will focus only on triangular and square numbers and their properties.

3 Triangular and Square Numbers
Let the sequence of triangular numbers be denoted by Tn. As seen from the
construction of the triangular numbers above, we initially had one point.
Therefore, T1 = 1. Also, T2 = T1 + 2, T3 = T2 + 3, T4 = T3 + 4,
T5 = T4+5, and so on to obtain all terms of the sequence. Thus, a recursive
relation between triangular numbers is of the formTn = Tn−1+n forn ≥ 1
with T0 = 0 (see [2]). From here, we can derive the expression that gives
the general term for the triangular numbers. Accordingly, the sum of

Tn = 1 + 2 + 3 + . . .+ (n− 1) + n =
n(n+ 1)

2
(3.1)

for n ≥ 1 expresses the general term of the triangular numbers sequence.
Let the sequence of square numbers be denoted by Sn. As seen from the

construction of square numbers above, we initially had one point. Therefore,
S1 = 1 and S2 = S1 + 3, S3 = S2 + 5, S4 = S3 + 7, S5 = S4 + 9,
and so on to obtain all terms of the sequence. Then, a recursive relation for
square numbers is of the form

Sn = Sn−1 + (2n− 1) , S0 = 0 (3.2)

for n ≥ 1.We can obtain the general term for square numbers from here.
Accordingly, for n ≥ 1, the sum

Sn = 1 + 3 + 5 + . . .+ (2n− 3) + (2n− 1) = n2 (3.3)

represents the general term of the sequence of square numbers.
Some identities obtained regarding triangular and square numbers will

be presented in a new section below.
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4 Identities InvolvingTriangular andSquareNum-
bers

In this section, we will present some interesting identities involving triangu-
lar and square numbers. Also, an alternative proofmethod, visual proof, will
be used to prove these identities. For further information on visual proof,
see [3, 4, 5, 6, 8, 7, 9].
Theorem 4.1. LetTn be thenth triangular number. The representation of the
nth triangular number in terms of binomial coefficients is obtained using the
identity

Tn =

(
n+ 1
2

)
(4.2)

for n ≥ 1.

Proof. The coefficients of the terms in the binomial expansion are obtained
with the identity (

n
r

)
=

n!

(n− r)!r!
(4.3)

for n ≥ r ≥ 1. So, from the identities 4.3, we have that(
n+ 1
2

)
=

(n+ 1)!

(n− 1)!.2!
=

(n+ 1) .n. (n− 1)!

(n− 1)!.2!
=
n (n+ 1)

2
= Tn.

Figure 4: Binomial coefficients

Theorem 4.4. The sum of two consecutive triangular numbers is a square
number. That is, Let Tn−1 and Tn be two consecutive triangular numbers
and let Sn be a square number for n ≥ 1. So,

Tn−1 + Tn = Sn. (4.5)
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Proof. From the general terms of the sequence of triangular and square num-
bers, we find that

Tn−1 + Tn =
(n− 1)n

2
+
n (n+ 1)

2

=
n2 − n+ n+ n2

2
=

2n2

2
= n2 = Sn

for n ≥ 1.
A visual proof can serve as an alternative to an algebraic proof. For in-

stance, when n = 6, you can see that the sum of the fifth triangular number
T5 (red triangle) and the sixth triangular number T6 (blue triangle) equals
the sixth square number S6.

Figure 5: Tn−1 + Tn = Sn

The following theorempresents an identity for the double-indexed terms
within the triangular numbers.
Theorem 4.6 ([1]). Let Tn be a triangular number. Then,

T2n = 3Tn + Tn−1

for n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
find that

3Tn + Tn−1 = 3
n (n+ 1)

2
+

(n− 1)n

2

=
3n2 + 3n+ n2 − n

2

=
4n2 + 2n

2
=

2n (2n+ 1)

2
= T2n
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Figure 6: T2n = 3Tn + Tn−1

for n ≥ 1. In particular, if we take n = 3, the following figure can be seen
as a proof model for this identity.

Similarly, there is an identity for the odd-indexed terms of the triangular
numbers, as stated in the following theorem.
Theorem 4.7 ([1]). Let Tn be a triangular number. Then,

T2n+1 = 3Tn + Tn+1

for n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
get that

3Tn + Tn+1 = 3
n (n+ 1)

2
+

(n+ 1) (n+ 2)

2

=
3n2 + 3n+ n2 + 2n+ n+ 2

2

=
4n2 + 6n+ 2

2
=

(2n+ 1) (2n+ 2)

2
= T2n+1

for n ≥ 1. In particular, if we take n = 2, the following figure can be seen
as a proof model for this identity.

Figure 7: T2n+1 = 3Tn + Tn+1
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Thenext theorem ismore commonly known as Plutarch’s identity, though
it is also referred to as Diophantus’s identity.
Theorem 4.8 ([1, 2]). Let Tn be a triangular number, Sn be a square number.
Then,

S2n+1 = 8Tn + 1

for n ≥ 1.

Proof. From the general terms of the sequences of triangular and square
numbers, we find that

8Tn + 1 = 8
n (n+ 1)

2
+ 1

=
8n2 + 8n

2
+ 1

= 4n2 + 4n+ 1

= (2n+ 1)
2
= S2n+1

for n ≥ 1. In particular, if we take n = 10, the following figure can be seen
as a proof model for this identity.

Figure 8: S2n+1 = 8Tn + 1

The identity between two consecutive even or odd indexed triangular
numbers is given by the following theorem.
Theorem 4.9 ([1]). Let Tn be a triangular number. Then we get that

2Tn + 1 = Tn−1 + Tn+1

for n ≥ 1.
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Proof. From the general terms of the sequence of triangular numbers, we
find that

2Tn + 1 = 2
n (n+ 1)

2
+ 1 =

2n2 + 2n

2
+ 1

=
n2 + n2 + 3n− n

2
+ 1

=
n2 − n

2
+
n2 + 3n+ 2

2

=
(n− 1)n

2
+

(n+ 1) (n+ 2)

2
= Tn−1 + Tn+1

for n ≥ 1. In particular, if we take n = 3, the following figure can be seen
as a proof model for this identity.

Figure 9: 2Tn + 1 = Tn−1 + Tn+1

The following theorem gives the identity that expresses the difference
between two consecutive triangular numbers.
Theorem 4.10. Let Tn be a triangular number. Then we get that

Tn − Tn−1 = n

for n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
get that

Tn − Tn−1 =
n (n+ 1)

2
− (n− 1)n

2
=
n2 + n− n2 + n

2
=

2n

2
= n

for n ≥ 1.

The following theorem provides the identity that expresses the sum of
the squares of two consecutive triangular numbers
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Theorem 4.11 ([3]). Let Tn be a triangular number. Then we get that

(Tn−1)
2
+ (Tn)

2
= Tn2

for n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
find that

(Tn−1)
2
+ (Tn)

2
=

[
(n− 1)n

2

]2
+

[
n (n+ 1)

2

]2
=

(n− 1)
2
n2

4
+
n2(n+ 1)

2

4

=
n2
(
n2 − 2n+ 1 + n2 + 2n+ 1

)
4

=
n2
(
n2 + 1

)
2

= Tn2

for n ≥ 1. In particular, if we take n = 4, the following figure can be seen
as a proof model for this identity.

Figure 10: (Tn−1)
2
+ (Tn)

2
= Tn2

Here, for n = 4, we present T42 by using T4 copies of T4, and in the
same way for T32.

The following theorem provides the identity that relates two triangular
numbers with indicesm and n to the triangular number with indexm+ n,
wherem and n are any two natural numbers.
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Theorem 4.12 ([1, 2, 4]). Let Tn and Tm be any two triangular numbers.
Then, we have

Tm+n = Tm + Tn +mn

form,n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
have that

Tm+n =
(m+ n) (m+ n+ 1)

2

=
m2 +m+ n2 + n+ 2mn

2

=
m (m+ 1)

2
+
n (n+ 1)

2
+mn

= Tm + Tn +mn

for m,n ≥ 1. In particular, If we take n = 3 and m = 4, the following
figure can be seen as a proof model for this identity

Figure 11: Tm+n = Tm + Tn +mn

The following theorem provides the identity for the indexed terms of
triangular numbers that are multiples of four.

Theorem 4.13 ([5]). Let Tn be any triangular number. Then, we have

T4n = 4 (T2n − Tn) + n+ T2n−1

for n ≥ 1.

Proof. From the general terms of the sequence of triangular numbers, we
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get that

4 (T2n − Tn) + n+ T2n−1 = 4

(
2n (2n+ 1)

2
− n (n+ 1)

2

)
+ n+

(2n− 1) 2n

2
= 4n (2n+ 1)− 2n (n+ 1) + n+ (2n− 1)n

= 8n2 + 4n− 2n2 − 2n+ n+ 2n2 − n

= 8n2 + 2n =
4n (4n+ 1)

2
= T4n

for n ≥ 1. In particular, if we take n = 4, the following figure can be seen
as a proof model for this identity.

Figure 12: T4n = 4 (T2n − Tn) + n+ T2n−1

In the next theorem, it is shown that the factors of a triangular number
are related to a larger triangular number by the sum of the two triangular
numbers formed by the factors. Since the proof of the theorem is given in
detail in [6], the theorem will be given without proof.
Theorem 4.14 ([3, 6]). Let Tn be any triangular number, and let n, p and q
be positive integers.Then, we have

Tn = pq ⇔ Tn+p + Tn+q = Tn+p+q.

In particular, if we take n = 6, p = 3 and q = 7, the following figure
can be seen as a proof model for this identity.
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Figure 13: Tn+p+q = Tn+p + Tn+q − Tn + pq

5 Conclusion
In this study, we present identities related to polygonal numbers, which are
a type of figurate number, and specifically to triangular and square num-
bers within the context of polygonal numbers. In addition to the known
algebraic proofs, we also attempt to provide visual proofs of some identities.
Our findings contribute to a deeper understanding of these mathematical
concepts and demonstrate the power of visual methods in complementing
algebraic proofs.
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1 Introduction
The well-known Jacobsthal number is defined by the recurrence relation

Jn = Jn−1 + 2Jn−2, n ≥ 2

with initial conditions J0 = 0 and J1 = 1, see [1]. The Binet’s formula of
these sequences is characterized in the following form:

Jn =
1
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(2n − (−1)n). (1.1)

Please see some initial values in Table 1.
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n 0 1 2 3 4 5 6 7 8 9 10 11 12

Jn 0 1 1 3 5 11 21 43 85 171 341 683 1365

Table 5: Some values of Jacobsthal numbers.

The investigation of Jacobsthal polynomials is still a hot topic for many
researchers. For example, in [2, 3], the authors give the Jacobsthal polyno-
mials by the following recurrence relation:

Jn(x) = Jn−1(x) + 2xJn−2(x) (1.2)

for n ≥ 2with initial conditions J0(x) = 0 and J1(x) = 1 and investigated
some spectacular properties of the Jacobsthal polynomials such as summa-
tion formulas, Binet formulas, Simson formulas, and generating functions.
In [4], the authors obtain convolutions for Jacobsthal type polynomials. For
more details, please see the references [5, 6, 7, 8, 9, 10] and therein.

n 0 1 2 3 4 5 6

Jn(x) 0 1 1 1 + 2x 1 + 4x 1 + 6x+ 4x2 1 + 8x+ 12x2

Table 6: Some values of Jacobsthal polynomial.

A quaternion is four-dimensional hyper-complex number and is intro-
duced by SirWilliamRowanHamilton, in 1843. These numbers havewidespread
applications in quantum physics, computer graphics, robotics and signal
processing, etc. It has the form

q = q0 + q1i+ q2j + q3k = (q0, q1, q2, q3)

where q0, q1, q2, q3 are real numbers, and i, j, k are quaternionic units which
satisfy the following equalities:

i2 = j2 = k2 = ijk = −1, jk = i = −kj,
ij = k = −ji, ki = j = −ik.

(1.3)

The set of all quaternions denoted by H, is a non-commutative associative
algebra over the real numbers. For a detailed information, see the references
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[11, 12] and therein. In [13], Horadam introduced the Fibonacci and Lucas
quaternions as

FQn = Fn + Fn+1i+ Fn+2j + Fn+3k

and
LQn = Ln + Ln+1i+ Ln+2j + Ln+3k

respectively, where Fn is the nth Fibonacci number, Ln is the nth Lucas
number. There have been many studies in literature on Fibonacci and Lucas
quaternions, see for example [14, 15, 16, 17, 18], among others.

The main aim of this paper is to define and study Jacobsthal quaternion
polynomials. We shall give recurrence relations, Binet’s formulas, generating
functions and so on. In addition to these, we present summation formulas
involving these type of quaternion polynomials.

2 On Quaternions with Jacobsthal Polynomials
In this section, we initially introduce Jacobsthal quaternion polynomials.
Then, we obtain some amazing results for them.

Definition 2.1. For n ≥ 0, {JQn(x)}∞n=0 Jacobsthal quaternion polyno-
mials are defined by

JQn(x) = (Jn(x), Jn+1(x), Jn+2(x), Jn+3(x)) (2.2)

where Jn(x) is the nth Jacobsthal polynomial. It is easy to see that the nth
Jacobsthal quaternion polynomial is defined recursively by

JQn(x) = JQn−1(x) + 2xJQn−2(x), n ≥ 2 (2.3)

with the initial conditions

JQ0(x) = (0, 1, 1, 1 + 2x) = i+ j + (1 + 2x)k

and

JQ1(x) = (1, 1, 1 + 2x, 1 + 4x) = 1 + i+ (1 + 2x)j + (1 + 4x)k.

We give some initial values in Table (7).
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n 0 1

JQn(x) i+ j + (1 + 2x)k 1 + i+ (1 + 2x)j + (1 + 4x)k

Table 7: Some of Jacobsthal quaternion polynomials.

Let α(x) and β(x) be the roots of the characteristic equation t2 − t −
2x = 0 on the recurrence relation (2.3) of Jacobsthal quaternion polyno-
mial. Here,

α(x) =
1−

√
1 + 8x

2
, β(x) =

1 +
√
1 + 8x

2
.

These roots satisfy the following properties:

• α(x) + β(x) = 1, α(x)− β(x) =
√
1 + 8x, α(x)β(x) = −2x.

• α(x)
β(x) = −α2

4x ,
β(x)
α(x) = −β2

4x .

By the definition of Jacobsthal quaternion polynomials, we can write the
following vector recurrence relation:[

JQn+1(x)
JQn(x)

]
= Q(x)

[
JQn(x)
JQn−1(x)

]
whereQ(x) is the companion matrix of order 2, as follows:

Q(x) =

[
1 2x
1 0

]
.

Let us define a 2× 2matrix as below:

R(x) =

[
JQ2(x) JQ1(x)
JQ1(x) JQ0(x)

]
.

Then, we have the following theorem.
Theorem 2.4. For n ≥ 1, we have

Qn(x)R(x) =

[
JQn+2(x) JQn+1(x)
JQn+1(x) JQn(x)

]
(2.5)

where JQn is nth Jacobsthal quaternion polynomial.
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Proof. The proof can be seen easily exploiting the Mathematical Induction
on n.

Theorem 2.6. (Generating Function)The generating function for the Jacob-
sthal quaternion polynomials are given by

g(x, t) =

∞∑
n=0

JQn(x)t
n =

i+ j + (1 + 2x)k + t(1 + 2xj + 2xk)

1− t− 2xt2
.

Proof. Taking into account the definition of the generating function and the
Jacobsthal numbers, we can write the following equalities:

g(x, t) = JQ0(x) + JQ1(x)t+ JQ2(x)t
2
+ . . .+ JQn(x)t

n
+ . . .

−tg(x, t) = −tJQ0(x) − JQ1(x)t
2 − JQ2(x)t

3 − . . .− JQn−1(x)t
n − . . .

−2xt
2
g(x, t) = −2xJQ0(x)t

2 − 2xJQ1(x)t
3 − 2xJQ2(x)t

4 − . . .− 2xJQn−2(x)t
n − . . .

Then,

(1− t− 2xt2)g(x, t) = JQ0(x) + t(JQ1(x)− JQ0(x))

+ t2(JQ2(x)− JQ1(x)− 2xJQ0(x))

+ t2(JQ2(x)− JQ1(x)− 2xJQ0(x))

...
+ tn(JQn(x)− JQn−1(x)− 2xJQn−2(x)) + . . .

Therefore,

g(x, t) =
JQ0(x) + t(JQ1(x)− JQ0(x))

1− t− 2xt2

=
i+ j + (1 + 2x)k + t(1 + 2xj + 2xk)

1− t− 2xt2

So, the proof is completed.

Theorem 2.7. (Binet Formula) For n ≥ 0, the Binet formula for the Jacob-
sthal quaternion polynomial is

JQn(x) =
1

α− β
[αnA(x) + βnB(x)] (2.8)

where α = 1−
√
1+8x
2 , β = 1+

√
1+8x
2 , A(x) = (α − 1)JQ0(x) + JQ1(x)

andB(x) = (1− β)JQ0(x) + JQ1(x).

47



On Quaternions with Jacobsthal Polynomial...

Proof. By using the generating function and the definition of the Jacobsthal
quaternion polynomial, we obtain the following equalities

g(x, t) =
JQ0(x) + t(JQ1(x)− JQ0(x))

1− t− 2xt2

=
A(x)

1− α
+
B(x)

1− β

=

∞∑
n=0

A(x)αntn +

∞∑
n=0

B(x)βntn

=

∞∑
n=0

(αnA(x) + βnB(x))tn

where α = 1−
√
1+8x
2 , β = 1+

√
1+8x
2 .

Theorem 2.9. (Cassini’s Identity) For n ≥ 1, we obtain

JQn+1(x)JQn−1(x)−JQ2
n(x) = 2(−x)n−1(JQ2(x)JQ0(x)−JQ2

1(x))

where JQn is nth Jacobsthal quaternion polynomial.

Proof. It is obvious that

detR = JQ2(x)JQ0(x)− JQ2
1(x)

and

detQn−1 = 2(−x)n−1.

Taking into account detQn−1R, we obtain the desired result. So, the proof
is completed.

Theorem 2.10. (Catalan’s Identity) For n, r ≥ 0, the Catalan Identity for the
Jacobsthal quaternion polynomials are given by

JQn−rJQn+r − JQ2
n =

αnβnA(x)B(x)
[
(−1)rβ2r + (−1)rα2r − 2(4x)r

]
(4x)r (α(x)− β(x))2

.
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Proof. Using the Binet formula, given in (2.8), we get

JQn−rJQn+r − JQ2
n

=
[αn−r(x)A(x) + βn−r(x)B(x)][αn+r(x)A(x) + βn+r(x)B(x)]

(α(x)− β(x))2

=
αn(x)βn(x)A(x)B(x)

[
α−r(x)βr(x) + β−r(x)αr(x)− 2

]
(α(x)− β(x))2

=
αn(x)βn(x)A(x)B(x)

[(
β(x)
α(x)

)r
+
(

α(x)
β(x)

)r
− 2
]

(α(x)− β(x))2

=
αn(x)βn(x)A(x)B(x)

[(
−β2(x)

4x

)r
+
(

−α2(x)
4x

)r
− 2
]

(α(x)− β(x))2

=
αn(x)βn(x)A(x)B(x)

[
(−1)rβ2r(x) + (−1)rα2r(x)− 2(4x)r

]
(4x)r (α(x)− β(x))2

.

Theorem 2.11. (Vajda Identity) For n,m, r ≥ 0, the Vajda Identity is given
by

JQn+rJQn+k − JQnJQn+r+k

=
1

1 + 8x

[
(αk(x)− βk(x))(βr(x)− αr(x))

]
αn(x)βn(x)A(x)B(x).

Proof. From the Binet formula give in (2.8), we obtain

JQn+rJQn+k − JQnJQn+r+k

=

[(
αn+r(x)A(x) + βn+r(x)B(x)

) (
αn+k(x)A(x) + βn+k(x)B(x)

)]
1 + 8x

−
[
(αn(x)A(x) + βn(x)B(x))

(
αn+r+k(x)A(x) + βn+r+k(x)B(x)

)]
1 + 8x

=

[
αn+r(x)βn+k(x) + βn+rαn+k − αn(x)βn+r+k − βn(x)αn+r+kA(x)B(x)

]
1 + 8x

=

[
αn(x)βn(x)A(x)B(x)

(
αr(x)βk(x) + βr(x)αk(x)− βr+k(x)− αr+k(x)

)]
1 + 8x

=

[
αn(x)βn(x)A(x)B(x)

(
αr(x)

(
βk(x)− αk(x)

)
+ βr(x)

(
αk(x)− βk(x)

))]
1 + 8x

=

[(
αk(x)− βk(x)

)
(βr(x)− αr(x))

]
αn(x)βn(x)A(x)B(x)

1 + 8x
.

So, the proof is completed.
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Theorem 2.12. (D’Ocagne Identity) For n,m, r ≥ 0, the D’Ocagne identity
is given by

JQmJQn+1 − JQnJQm+1 =
1

1 + 8x
[(α− β)(βmαn − αmβn)]A(x)B(x).

Proof. From the Binet formula, given in (2.8), we obtain
JQmJQn+1 − JQnJQm+1

=

[
(αm(x)A(x) + βm(x)B(x))

(
αn+1(x)A(x) + βn+1(x)B(x)

)]
1 + 8x

−
[
(αn(x)A(x) + βn(x)B(x))

(
αm+1(x)A(x) + βm+1(x)B(x)

)]
1 + 8x

=

[
αm(x)βn+1(x) + βmαn+1 − αn(x)βm+1 − βn(x)αm+1A(x)B(x)

]
1 + 8x

=

[
αn(x)βn(x)A(x)B(x)

(
αr(x)βk(x) + βr(x)αk(x)− βr+k(x)− αr+k(x)

)]
1 + 8x

=

[(
αm(x)

(
βn+1(x)− βnα(x)

)
+ βm(x)

(
αn+1(x)− αn(x)β(x)

))
A(x)B(x)

]
1 + 8x

=
[(αm(x)βn(x) (β(x)− α(x)) + βm(x)αn (α(x)− β(x)))A(x)B(x)]

1 + 8x

=
[(α− β)(βmαn − αmβn)]A(x)B(x)

1 + 8x
.

So, the proof is completed.

Theorem 2.13. (Honsberger Identity) Forn,m, r ≥ 0, theHonsberger iden-
tity is given by

JQnJQm − JQn+1JQm+1

=
1

1 + 8x

{
αn+m(x)(α2(x) + 1)A2(x) + (αnβm + αmβn) (1 + αβ)A(x)B(x)

+(βn+m(β2 + 1))B2(x)
.

Proof. The proof is easily obtained similar way toTheorem 2.12.

Theorem 2.14. Theexponential functions for the Jacobsthal quaternionpoly-
nomials are given by

F (t) =
A(x)eα(x)t +B(x)eβ(x)t

α(x)− β(x)
(2.15)

whereα(x) = 1−
√
1+8x
2 ,β(x) = 1+

√
1+8x
2 ,A(x) = (α(x)−1)JQ0(x)−JQ1(x)

α(x)−β(x)

andB(x) = (1−β(x))JQ0(x)−JQ1(x)
α(x)−β(x) .
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Proof. Using the Binet’s formula (2.8) of the Jacobsthal quaternion polyno-
mials, we obtain

F (t) =

∞∑
n=0

JQn(x)
tn

n!

=
1

α(x)− β(x)

[ ∞∑
n=0

(αnA(x) + βnB(x))
tn

n!

]

=
A(x)

α(x)− β(x)

∞∑
n=0

αtn

n!
+

B(x)

α(x)− β(x)

∞∑
n=0

βtn

n!

=
A(x)

α(x)− β(x)
eα(x)t +

B(x)

α(x)− β(x)
eβ(x)t

=
A(x)eα(x)t +B(x)eβ(x)t

α(x)− β(x)
.

So, the proof is completed.

Theorem 2.16. The Poisson generating function for the Jacobsthal quater-
nion polynomials is given by

F(t) =
A(x)eα(x)t +B(x)eβ(x)t

et(α(x)− β(x))
(2.17)

whereα(x) = 1−
√
1+8x
2 ,β(x) = 1+

√
1+8x
2 ,A(x) = (α(x)−1)JQ0(x)−JQ1(x)

α(x)−β(x)

andB(x) = (1−β(x))JQ0(x)−JQ1(x)
α(x)−β(x) .

Proof. Since F(t) = e−tF (t), the proof is obvious.

Theorem 2.18. For n ≥ 2, we have
n∑
k=1

JQk(x) =
1

2x
(JQn+2(x)− JQ2(x)). (2.19)
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Proof. By using eq. (2.3), we can obtain the recursive relation

JQn−2(x) =
1

2x
(JQn(x)− JQn−1(x)).

Keeping this equality in mind and by exploiting the telescoping sum, we get

n∑
k=1

JQk(x) =
1

2x

n+2∑
k=3

JQk(x)−
1

2x

n+1∑
k=2

JQk(x)

=
1

2x
(JQn+2(x)− JQ2(x)).

So, this completes the proof of the eq. (2.19).

Remark 2.20. If we set x = 1 in eq. (2.19), then we have

n∑
k=1

JQk =
1

2
(JQn+2 − JQ2)

where JQ2 is 2nd Jacobsthal quaternion number, i.e.,

JQ2 = 1 + (1 + 2x)i+ (1 + 4x)j + (1 + 6x+ 4x2)k

= 1 + 3i+ 5j + 11k.

Theorem 2.21. For n ≥ 2, we have

(i)
∑n
k=1 JQ2k(x) =

A(x)
α(x)−β(x)

(
α2(x)(α2n(x)−1)

α2(x)−1

)
+

B(x)
α(x)−β(x)

(
β2(x)(β2n(x)−1)

β2(x)−1

)
.

(ii)
∑n
k=1 JQ2k−1(x) =

A(x)
α(x)−β(x)

(
α3(x)(α2n(x)−1)

α2(x)−1

)
+

B(x)
α(x)−β(x)

(
β3(x)(β2n(x)−1)

β2(x)−1

)
.

Proof. (i) Exploiting Binet formula for the Jacobsthal quaternion polynomi-
als, we obtain

n∑
k=1

JQ2k(x) =
n∑
k=1

α2k(x)A(x) + β2k(x)B(x)

α(x) − β(x)

=
A(x)

α(x) − β(x)

n∑
k=1

α
2k

+
B(x)

α(x) − β(x)

n∑
k=1

β
2k

=
A(x)

α(x) − β(x)

α2(x)(α2n(x) − 1)

α2(x) − 1

 +
B(x)

α(x) − β(x)

 β2(x)(β2n(x) − 1)

β2(x) − 1



Therefore, the proof is completed.

(ii) The proof of (ii) can be done a similar way to the proof of (i).
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Primenumbers are used inmanyfields and the sumof consecutive primes
gives interesting results. As it is known, some prime numbers are 4k + 1
or 4k + 3, where k is any integer. In addition to the sum formulas given
in Theorem 2.21, let us give the sums of consecutive Jacobsthal quaternion
polynomials with indices like this.
Theorem 2.22. For n ≥ 2, we have

(i)
∑n
k=1 JQ4k+1(x) =

A(x)
α(x)−β(x)

(
α5(x)(α4n(x)−1)

α4(x)−1

)
+

B(x)
α(x)−β(x)

(
β5(x)(β4n(x)−1)

β4(x)−1

)
.

(ii)
∑n
k=1 JQ4k+3(x) =

A(x)
α(x)−β(x)

(
α7(x)(α4n(x)−1)

α2(x)−1

)
+

B(x)
α(x)−β(x)

(
β7(x)(β4n(x)−1)

β2(x)−1

)
.

Proof. The proofs of these equations are similar to each other. The value
of the Jacobsthal quaternion polynomials in the sum expression is written
using the Binet formula. If the recurrence relation is used here and the sum
value of the geometric series is substituted, the desired results are obtained.

3 Concluding Remarks
In this paper, we study the Jacobsthal quaternion polynomials. We give
some results including recurrence relations, Binet’s formulas, generating func-
tions, Catalan’s Identity, Cassini’s Identity and so on. In addition, we present
some summation formulas for these quaternion polynomials. It must be
noted that for x = 1, the results for the Jacobsthal quaternion polynomials
given in this study correspond to the Jacobsthal quaternion [19].
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LetX be a Banach space with the unit ballB(X) andA ⊂ X be a
convex origin-symmetric compact inX . Let j : X → X̃ be an isomet-
ric extension ofX . It is well-known that linear widths λn

(
j (A) ,X̃

)
may decrease in order when compared with λn (A,X) and absolute
widthsΛ

(
A, X̂

)
= infj

(
j (A) , X̃

)
are realized in the space X̂ which

is the Banach space of bounded functions f : B (X∗) → R on the
unit ball B (X∗) of the conjugate space X∗. We show that it is suf-
ficient to use just n-dimensional extensions of X to attain absolute
linear widths. This unexpected fact significantly reduces the space X̂ .
This allows us to introduce the notion of preabsolute widths. We give
the respective optimal extensions explicitly and establish order esti-
mates for preabsolute widths of a wide range of sets of smooth func-
tions considered in [3]. In particular, in the case of super-small and
super-high smoothness considered in [3] the orders of preabsolute lin-
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intermediate cases of finite and infinite smoothness the respective or-
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1 Introduction
Optimal linear approximation and recovery play an important role in Ap-
proximation Theory and they are connected via absolute linear widths and
duality with nonlinear approximation. n-Widths were introduced in 1936
by Kolmogorov to compare the efficiency of numerical algorithms [4]. Let
(X, ‖·‖X) be a Banach space with the unit ball B (X) and A ⊂ X be a
compact, convex and origin symmetric set inX . The Kolmogorov n-width
of A inX is defined as

dn (A,X) = inf
Ln⊂X

sup
x∈A

inf
y∈Ln

‖x− y‖X

Let
dn (A,X) = inf

Ln
sup

x∈A∩Ln
‖x‖X ,

be theGelfandn-width [2]. HereLn runs over all subspaces of codimension
at most n. We shall concentrate here on linear widths introduced in [11].
The linear n-width of A inX is defined by

λn (A,X) = inf
Pn

sup
x∈A

‖x− Pnx‖X ,

where Pn : X → X varies over all linear operators of rank at most n. Let
X and Z be Banach spaces, u : X → Z , u ∈ L (X,Z) be a bounded
linear operator and u∗ be its adjoint. It is well-known if u is compact or Z
is reflexive (see e.g. [10], [9]) then

dn (u∗) = dn (u) (1.1)

and
λn (u) = λn (u

∗) ,

where

dn (u) = dn (uB (X) , Z) = inf
Ln⊂X

sup
x∈B(X)

inf
y∈Ln

‖ux− y‖X ,

λn (u) = λn (uB (X) , Z) = inf
Pn

sup
x∈B(X)

‖ux− Pnux‖X .

Let
(
X̃, j

)
be an extension of X ⊂ X̃ , where j : X → X̃ is a linear

isometry. It was noticed by Kolmogorov and demonstrated on a concrete
example by Tikhomirov [11] that the linear n-width ofA inX may decrease
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in an isometric extension X̃ of X ⊂ X̃ , since X̃ contains more subspaces
to approximate A. Hence it is natural to consider

Λn (A,X) = infλn
(
j (A) , X̃

)
,

where inf is taken over all isometric extensions j : X → X̃ . The width
Λn (A,X) is the absolute linear n-width introduced by Ismagilov [2]. It is
known that Λn (A,X) = dn (A,X). Moreover, the absolute linear width
is realized in the so-called universal isometric extension X̂ which can be
constructed as following. Let B (X∗) be the unit ball in the dual of X and
X̂ be the Banach space of bounded functions f : B (X∗) → R with the
usual norm

‖f (ϕ)‖X̂ = sup
ϕ∈B(X∗)

|f (ϕ)| .

Clearly, f (ϕ) = 〈x, ϕ〉 ∈ X̂ for any x ∈ X . By this way we get the linear
isometric extension j : X → X̂ . Observe that Gelfand n-widths are closely
connected to the linear cowidths. LetRn be the coding set, i.e. the set which
contains information on the elements of A and L (lin (A) ,Rn) be a family
of coding operators, ϕ : A→ Rn. LetD ⊂ X ,

diam (D,X) = sup {‖x− y‖X |x, y ∈ D}

and
ϕ−1 (z) = {y |y ∈ X , ϕ (y) = z }

be the diameter of D in X and preimage of z ∈ X respectively. The linear
cowidth is defined as

λn (A,X) = inf
ϕ∈L(lin(A),Rn)

sup
x∈A

diam
{
ϕ−1 (ϕ (x))

}
.

Clearly,
λn (A,X) = 2dn (A,X) .

In Section 2 we demonstrate an unexpected phenomenon. Namely, we show
that instead of a considerably big extension X̂ of X it is sufficient to use
n-dimensional extensions constructed in Theorem 2.1 to attain absolute n-
widths Λn (A,X). Hence it is natural to introduce a new notion of pre-
absolute n-widths, Λn,m (A,X) (see Definition 2.5), where we allow m-
dimensional isometric extensions of X , 0 ≤ m ≤ n. In Section 3 we
present two-side estimates for preabsolute n-widthsΛn,m (A,X) on a wide
range of sets of smooth functions considered in [3]. More precisely, denote
by Tn, n ∈ N the sequence of subspaces of trigonometric polynomials with
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the usual order, i.e. Tn = lin {1, cos kx, sin kx, k ∈ N}. Consider usual
spaces Lp, 1 ≤ p ≤ ∞, of p-integrable functions ϕ on the unit circle T with
the Lebesgue measure dx,

‖ϕ‖p =
(∫

T
|ϕ|p dx

) 1
p

<∞.

Let ϕ ∈ Lp with the formal Fourier series

ϕ ∼
∞∑
k=1

ak (ϕ) cos kx+ bk (ϕ) sin kx,

where
ak (ϕ) =

1

π

∫ π

−π
ϕ (t) cos ktdt,

bk (ϕ) =
1

π

∫ π

−π
ϕ (t) sin ktdt

and

Sn (ϕ, x) =

n∑
k=1

ak (ϕ) cos kx+ bk (ϕ) sin kx (1.2)

be its n th Fourier sum. We introduce sets of smooth functions using mul-
tipliers Λ = {λ (k) , k ∈ N} [3]. We say that f ∈ ΛβUp if

f ∼
∞∑
k=1

λ (k)

(
ak (ϕ) cos

(
kx− βπ

2

)
+ bk (ϕ) sin

(
kx− βπ

2

))
,

(1.3)
where ϕ ∈ Up =

{
ϕ
∣∣∣‖ϕ‖p ≤ 1

}
is the unit ball in Lp. If β = 0 then we

write Λβ = Λ. If there existsK ∈ L1 such that

K ∼
∞∑
k=1

λ (k) cos
(
kx− βπ

2

)
then ΛβUp is the set of functions f representable in the form

f (x) =

∫
T
K (x− y)ϕ (y) dy,

i.e. in this caseΛβUp = K ∗Up. Observe that the smoothness of the classes
ΛβUp is determined by the rate of decay of the sequence Λ. In particular, if
λ (k) = k−r , β = r, r > 0 we get standard Sobolev classesW r

p . If λ (k) =
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exp (−µkγ), β ∈ R, µ > 0, 0 < γ < 1, then the set ΛβUp consists of
infinitely differentiable functions. In the case γ = 1we get classes of analytic
functions. If γ > 1, then we obtain classes of entire functions. To simplify
technical notations we present our results just in the case 1 < p, q <∞ and
β = 0.

We show here that isometric extensions may decrease the order of linear
widths of ΛUp in Lp if 1 < p < q ≤ 2 in the case of small and finite
smoothness, i.e. if

λ (k) = k−r , r >
(
1

p
− 1

q

)
+

,

where (a)+ = max {a, 0}, a ∈ R. From the other side, it is shown that in
the case of super-small smoothness, i.e. if

λ (k) = ϕ (k) k
−( 1

p−
1
q )+ ,

whereϕ (k) is a decreasing function, limk→∞ ϕ (k) = 0 andϕ (ks) � ϕ (k)
for any fixed s ∈ N, isometric extensions can not decrease the order of pre-
absolute linear widths Λn,m (ΛUp, Lq), 0 ≤ m ≤ n. A typical example of
the sequence λ (k) is given by

λ (k) = (ln (k + 1))
−ϱ
k
−( 1

p−
1
q )+ , ϱ > 0, k ∈ N.

Similarly, in the case of super-high smoothness, i.e. if

λ (k) = exp (−µnγ) , µ > 0, γ ≥ 1

the order of preabsolute linear widths Λn,m (ΛUp, Lq), (p, q) ∈ I , 0 ≤
m ≤ n remains the same as λn (ΛUp, Lq) (see (3.5)). In this sense, the
results presented here complement the results obtained in [3].

For easy of notationwewill put an � bn for two sequences, if an > Cbn
for some C > 0 and any n ∈ N and an � bn if C1bn ≤ an ≤ C2bn for all
n ∈ N and some constants C1 > 0 and C2 > 0.

2 Preabsolute linear widths
Our main result significantly reduces the space X̂ and gives an explicit rep-
resentation of the extension j which is important for applications. Consider
Banach space lin (A) with the unit ball A and (lin (A))∗ its conjugate with
the usual norm ‖·‖(lin(A))∗ .
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Theorem 2.1. LetA ⊂ X be a convex origin symmetric compact, diam (A,X) <
∞, ϕk ∈ X∗ be such that

sup {‖x‖X |x ∈ A, 〈x, ϕk〉 = 0, 1 ≤ k ≤ n} ≤ dn (A,X) + ϵ, ∀ϵ > 0

and ck : B (X∗) → R, 1 ≤ k ≤ n be the functionals of the best approxi-
mation of ϕ ∈ B (X∗) by lin {ϕk, 1 ≤ k ≤ n} in ‖·‖(lin(A))∗ . Let

[ck] =

{
0, ck ∈ X∗∗,
ck, ck /∈ X∗∗.

Then
λn
(
j (A) , X

)
= Λn (A,X) ,

where j : X → X = lin {X∗∗, [c1] , · · · , [cn]} ⊂ X̂ .

Proof. By the definition of linear width, for any extension j : X → X̃ and
ϵ > 0 there exist ϕk ∈ X̃∗and xk ∈ X̃ , 1 ≤ k ≤ n such that

sup
x∈A

∥∥∥∥∥j (x)−
n∑
k=1

〈j (x) , ϕk〉xk

∥∥∥∥∥
X̃

≤ λn

(
j (A) , X̃

)
+ ϵ.

Consequently, by the definition of Gelfand widths (see [2]),

dn (A,X) ≤ sup
{
‖j (x)‖X̃ |x ∈ A, 〈j (x) , ϕk〉 = 0, 1 ≤ k ≤ n

}
≤ λn

(
j (A) , X̃

)
+ ϵ. (2.2)

Also, by the definition of Gelfand width there are such ϕk ∈ X∗, 1 ≤ k ≤ n
that

sup {‖x‖X |x ∈ A, 〈x, ϕk〉 = 0, 1 ≤ k ≤ n} ≤ dn (A,X) + ϵ (2.3)

for any ϵ > 0. Let lin (A) be the Banach space with the unit ball A and
(lin (A))∗ be its conjugate with the usual norm

‖ϕ‖(lin(A))∗ = sup {|〈x, ϕ〉| |x ∈ A } .

Then, ∀ϕ ∈ B (X∗), by duality and (2.3) we get

inf


∥∥∥∥∥ϕ−

n∑
k=1

ck (ϕ)ϕk

∥∥∥∥∥
(lin(A))∗

|ck, 1 ≤ k ≤ n


≤ sup {|〈x, ϕ〉| |x ∈ A, 〈x, ϕk〉 = 0, 1 ≤ k ≤ n }
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≤ dn (A,X) + ϵ.

Since diam (A,X) <∞ then there are such bounded functionsϕ 7→ ck (ϕ),
1 ≤ k ≤ n, ϕ ∈ B (X∗) that

sup


∥∥∥∥∥ϕ−

n∑
k=1

ck (ϕ)ϕk

∥∥∥∥∥
(lin(A))∗

|ϕ ∈ B (X∗)

 ≤ dn (A,X) + ϵ,

or

sup
ϕ∈B(X∗)

sup
x∈A

∣∣∣∣∣〈x, ϕ〉 −
n∑
k=1

ck (ϕ) 〈x, ϕk〉

∣∣∣∣∣
= sup
x∈A

sup
ϕ∈B(X∗)

∣∣∣∣∣〈x, ϕ〉 −
n∑
k=1

ck (ϕ) 〈x, ϕk〉

∣∣∣∣∣
= sup
x∈A

∥∥∥∥∥j (x)−
n∑
k=1

〈x, ϕk〉 ck

∥∥∥∥∥
X̂

≤ dn (A,X) + ϵ. (2.4)

Since ϕ ∈ B (X∗) then 〈x, ϕ〉 ∈ X∗∗ and ck ∈ X̂ . Consequently,

〈x, ϕ〉 −
n∑
k=1

〈x, ϕk〉 ck ∈ lin {X∗∗, ck, 1 ≤ k ≤ n}

= lin {X∗∗, [ck] , 1 ≤ k ≤ n} ,
where ck, 1 ≤ k ≤ n are defined by (2.4). Observe that if among ck, 1 ≤
k ≤ n there are linear functionals cs on X∗ then cs ∈ X∗∗, or [cs] = 0.
Comparing (2.2) and (2.4) we get the proof.

Theorem 2.1 allows us to introduce the following notion.
Definition 2.5. Let (X, ‖·‖X) be a Banach space andA ⊂ X be a compact,
convex and origin symmetric set in X . The m-preabsolute linear n-width
of A inX is defined by

Λn,m (A,X) = infλn
(
jm (A) , X̃

)
, 0 ≤ m ≤ n,

where inf is taken over all isometric extensions

jm : X → X̃ = lin {X, ck, k ≤ m, c0 = 0}

and
ck : B (X∗) → R, k ≤ m.

Observe that, by Theorem 2.1,

λn (A,X) = Λn,0 (A,X) ≥ Λn,1 (A,X) ≥ · · · ≥ Λn,n (A,X)

= Λn (A,X) = dn (A,X) . (2.6)
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3 Examples and application
In this section we consider several motivating examples in the case 1 < p <
q ≤ 2 to underline the dependence of preabsolute widths on smoothness.
In particular, it is shown that in the cases of super-small and super-high
smoothness isometric extensions can not decrease the order of linearwidths.

Theorem 3.1. 1. Let 1 < p < q ≤ 2 and

λ (k) = φ (k) k
−( 1

p−
1
q )+ , k ∈ N

in (1.3), where (a)+ = max {a, 0},φ (k) is a decreasing function, limk→∞ φ (k) =
0 and φ (ks) � φ (k) for any fixed s > 0 (i.e. the case of super-small
smoothness). Then

Λn,m (ΛUp, Lq) � φ (n) , 1 < p, q <∞, 0 ≤ m ≤ n. (3.2)

2. If λ (k) = k−r where

1

p
− 1

q
< r <

1

2

(
1

p
− 1

q

)
/

(
1

p
− 1

2

)
, 1 < p < q ≤ 2

(i.e. the case of small smoothness) then

n
p

2(p−1) (−r+
1
p−

1
q ) � Λn,m

(
W r
p , Lq

)
� n−r+

1
p−

1
q , 0 ≤ m ≤ n. (3.3)

3. If λ (k) = k−r where

r >
1

2

(
1

p
− 1

q

)
/

(
1

p
− 1

2

)
(i.e. the case of finite smoothness) then

n−r � Λn,m
(
W r
p , Lq

)
� n−r+

1
p−

1
q , 0 ≤ m ≤ n. (3.4)

4. Let λ (k) = exp (µkγ), µ > 0, 0 < γ < 1 in (1.3) (i.e. the case of infinite
smoothness) then

exp (−µnγ) � Λn,m (ΛUp, Lq) � exp (−µnγ)n(1−γ)(
1
p−

1
q ), 0 ≤ m ≤ n.

(3.5)
5. Let λ (k) = exp (µkγ), µ > 0, γ ≥ 1 in (1.3) (i.e. the case of super-high
smoothness) then

Λn,m (ΛUp, Lq) � exp (−µnγ) , µ > 0, γ ≥ 1, 0 ≤ m ≤ n. (3.6)

62



Recent Developments in Mathematics

Proof. Let us consider the case of super-small smoothness (3.2). It was shown
in [3] that in this case

dn (ΛUp, Lq) � λn (ΛUp, Lq)

� sup
f∈ΛUp

‖f − Sn (f)‖q � φ (n) .

Consequently, in this case

Λn,m (ΛUp, Lq) � φ (n) , 1 < p, q <∞ (3.7)

for any 0 ≤ m ≤ n.
Let ΛUp = W r

p be Sobolev class. In this case λ (k) = k−r . We show
(3.4). It is known [3] that

λn
(
W r
p , Lq

)
� sup

f∈W r
p

‖f − Sn (f)‖q � n−r+
1
p−

1
q , 1 < p < q ≤ 2, r >

1

p
−1

q
,

(3.8)
where Sn is defined by (1.2). By the Theorem 3.1, (2.6) and (1.1) for any
0 ≤ m ≤ n we have

Λn,m
(
W r
p , Lq

)
≥ Λn,n

(
W r
p , Lq

)
= Λn

(
W r
p , Lq

)
= dn

(
W r
p , Lq

)
= dn

(
W r
q′
, Lp′

)
,

where

p
′
=


p
p−1 , 1 < p <∞,

1, p = ∞,
∞, p = 1.

Since 1 < p < q ≤ 2 then 2 ≤ q
′
< p

′
<∞ and if

r >
1

2

(
1

q′ −
1

p′

)
/

(
1

2
− 1

p′

)
=

1

2

(
1

p
− 1

q

)
/

(
1

p
− 1

2

)
(3.9)

then
dn

(
W r
q′
, Lp′

)
� n−r.

Clearly,
1

2

(
1

p
− 1

q

)
/

(
1

p
− 1

2

)
>

1

p
− 1

q
.

Hence
n−r � Λn,m

(
W r
p , Lq

)
� n−r+

1
p−

1
q , 0 ≤ m ≤ n
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if (3.9) is satisfied. This proves (3.4).
To show (3.3) we remark that if 2 ≤ p < q <∞ then [1], [12], [3]

dn
(
W r
p , Lq

)
� n

q
2 (−r+

1
p−

1
q ),

where
1

p
− 1

q
< r <

1

2

(
1

p
− 1

q

)
/

(
1

2
− 1

q

)
.

Consequently, by (2.6) and (1.1) we get

Λn,m
(
W r
p , Lq

)
≥ dn

(
W r
p , Lq

)
= dn

(
W r
q′
, Lp′

)
� n

p
′

2

(
−r+ 1

q
′ − 1

p
′

)
= n

p
2(p−1) (−r+

1
p−

1
q ).

The respective upper bounds follow from (3.8). This proves (3.3).
The case (3.5) can be treated similarly. Namely, since

λ2n (ΛUp, Lq) � sup
f∈W r

p

‖f − Sn (f)‖q � exp (−µnγ)n(1−γ)(
1
p−

1
q )+ ,

where
1 < p < q ≤ 2, µ > 0, 0 < γ < 1.

[3], [5], [6], [7], [8] and by (1.1)

d2n (ΛUp, Lq) � d2n

(
ΛUp′ , Lq′

)
� exp (−µnγ) ,

2 ≤ p
′
< q

′
<∞

then

exp (−µnγ) � Λ2n,2m (ΛUp, Lq) � exp (−µnγ)n(1−γ)(
1
p−

1
q ), 0 ≤ m ≤ n.

Finally, consider the case of super-high smoothness (3.6). Namely, if

λ (k) = exp (µkγ) , µ > 0, γ ≥ 1.

In this case [5]

λ2n (ΛUp, Lq) � sup
f∈W r

p

‖f − Sn (f)‖q � exp (−µnγ) , 1 < p, q <∞

and

d2n (ΛUp, Lq) � d2n

(
ΛUp′ , Lq′

)
� exp (−µnγ) , 1 < p, q <∞.

Consequently,

Λn,m (ΛUp, Lq) � exp (−µnγ) , µ > 0, γ ≥ 1

for any 0 ≤ m ≤ n.
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THE OPTIMAL RECONSTRUCTION

OF SMOOTH FUNCTIONS
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Abstract

Weconsider the problemof optimal approximation of sets of smooth
functions using linear methods. It is shown that sk-splines with uni-
form nodes and points of interpolation realise the best order of ap-
proximation on the class of linear methods of recovery using linear
information.
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1 Introduction
One of the central problems ofAppliedMathematics is to find optimalmeth-
ods of approximation of functions on a wide class of numerical algorithms.
The most simple and important methods in this range of problems are lin-
ear. In particular, let us consider a set A of continuous (smooth) functions
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on some domain Ω. Assume that we can take values of functions f ∈ A at
some points xk ∈ Ω, 1 ≤ k ≤ n. Next, using this information we need to
approximate this function in the best possible way. To approach this impor-
tant in applications problem we introduce the respective extremal problem
in an abstract settings and then give an explicit solution in several important
cases.

Let (X, ‖·‖) be a Banach space with the unit ball

B (X) = {x |x ∈ X , ‖x‖ ≤ 1}

and X ′be its dual. Let yk ∈ X
′ , 1 ≤ k ≤ n and Tn be an information

operator,
Tn : X −→ Rn
Tnx 7→ (〈x, y1〉 , · · · , 〈x, yn〉) .

Let Sn,
Sn : Rn −→ X
Sn ◦ Tnx 7→

∑n
k=1 〈x, yk〉ϕk.

be a linear recovery operator, ϕk ∈ X , 1 ≤ k ≤≤ n. Let A ⊂ X . Consider
the following extremal problem,

E (A,X, n) := inf
Sn,Tn

sup
x∈A

‖x− Sn ◦ Tnx‖ .

Let, in particular, X = Lp (−π, π) be the standard space of 2π-periodic
and p-integrable functions f on (−π, π) with the norm

‖f‖p :=
(∫ π

−π
|f |p dx

) 1
p

, 1 < p <∞

and A be the usual set of functions representable in the convolution form,

f (·) =
∫ π

−π
K (· − t)φ (t) dt,

where φ ∈ Lp (−π, π) and

K (t) = a (0) +

∞∑
k=1

a (k) cos kt.

Let φ ∈ Lp with the formal Fourier series

φ (t) ∼ a0 (φ) +

∞∑
k=1

ak (φ) cos kt+ bk (φ) sin kt,
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where

ak (φ) =
1

π

∫ π

−π
φ (t) cos ktdt, bk (φ) =

1

π

∫ π

−π
φ (t) sin ktdt, k ∈ N,

a0 (φ) =
1

2π

∫ π

−π
φ (t) dt

and

Sn (φ, t) = a0 (φ) +

n∑
k=1

ak (φ) cos kt+ bk (φ) sin kt

be the nth Fourier sum. It is easy to check that

f = K ∗ φ ∼ a0 (φ) a (0) +

∞∑
k=1

a (k) (ak (φ) cos kt+ bk (φ) sin kt) .

We say that f ∈ ΛB (Lp (−π, π)) if φ ∈ B (Lp (−π, π)). In particular, if
K ∈ L1 then

ΛB (Lp (−π, π)) = K ∗B (Lp (−π, π)) .

The rate of decay of the sequence {a (k) , k ∈ N} governs the smooth-
ness of the function classA = K ∗B (Lp (−π, π)). In particular, if a (k) =
k−γ , γ > 0 then we get standard Sobolev classes of fractional smoothness γ.
If a (k) = exp

(
−αkβ

)
, α > 0, 0 < β < 1 we get sets of infinitely differen-

tiable functions. If β = 1 thenA is a class of analytic functions and if β > 1
then we get sets of entire functions (see [3], [4] for more information). We
show that in all these cases

E (A,X, n) � a (n) , n→ ∞. (1.1)

Let us turn to the upper bounds. For a given n ∈ N let

Λ2n =

{
tk =

πk

n
, 1 ≤ k ≤ 2n

}
be a partition of (0, 2π] andK : [0, 2π) → R be a continuous 2π-periodic
function. Denote by SK (Λ2n) the space of sk-splines, i.e.

SK (Λ2n) = lin {K (t− tk) , tk ∈ Λ2n} .

In particular, if a (k) = k−γ , γ = 2s, s ∈ N, i.e.

K (t) = Dr (t) =

∞∑
k=1

k−γ cos kt
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is theBernoullimonospline thenSK (Λ2n) is the space of polynomial splines
of order 2s− 1, defect 1 with knots xk. Let

K (t) ∼ a (0) +

∞∑
k=1

a (k) cos kt.

It is known [2] that the problem of interpolation at tk ∈ Λ2n by sk-splines
has a unique solution if

a (k) = k−γ , γ > 1, a (k) = exp
(
−αkβ

)
, α > 0, β > 0 (1.2)

and fundamental splines can be represented as

s̃k (t) =
1

2n
+

1

2n

2n−1∑
j=1

ρj (t)

ρj (0)
,

where

ρj (t) =

2n∑
ν=1

cos
(
πνj

n

)
K
(
t− πν

n

)
.

Hence, sk-spline interpolant sk (f, t) has the form

sk (f,Λ2n, t) =

2n∑
k=1

f (tk) s̃k (t− tk) .

It is known [3], [4] that in the cases (1.2)

sup
f∈K∗B(Lp(−π,π))

‖f (·)− sk (f,Λ2n, ·)‖p � a (n) , 1 < p <∞. (1.3)

Comparing (1.1) and (1.3)we conclude that sk-splineswith knots andpoints
of interpolation tk, 1 ≤ k ≤ 2n give the best possible order of convergence
on the class of all linear methods of coding and recovery, that is among all
methods of approximation of the form

S2n ◦ T2nf (·) =
2n∑
k=1

〈f, yk〉ψk (·) ,

where ψk ∈ Lp (−π, π), 1 ≤ k ≤ 2n is an arbitrary system of functions
and 〈f, yk〉 ∈ (Lp (−π, π))

′
, 1 ≤ k ≤ 2n.
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2 The results
Theorem 2.1. Let A ⊂ X and dim lin (A) ≥ n + 1. Assume that for some
ρn > 0 we have

ρnB (X) ∩Mn+1 ⊂ A,

for some subspaceMn+1 ⊂ X , dimMn+1 = n+ 1. Then

E (A,X, n) ≥ ρn.

Proof. Let 〈x, yk〉 ∈ X
′ , 1 ≤ k ≤ n be arbitrary functionals. Then for any

Tn and Sn we get

sup
x∈A

‖x− Sn ◦ Tnx‖ ≥ sup {‖x‖ |x ∈ A ∩ Ln } , (2.2)

where
Ln = {x |x ∈ A, 〈x, yk〉 = 0, 1 ≤ k ≤ n}

is a subspace of codimension≤ n. For a fixedMn+1 ⊂ X we have

dim (Mn+1 ∩ Ln) ≥ 1.

Clearly, if A ⊆ B ⊂ X then

E (B,X, n) ≥ E (A,X, n)

and
E (aA,X, n) = |a|E (A,X, n)

for any a ∈ R. Consequently, applying (2.2) we obtain

E (A,X, n) ≥ E (A ∩Mn+1, X, n)

≥ E (ρnB (X) ∩Mn+1, X, n)

= ρnE (B (X) ∩Mn+1, X, n)

≥ ρn sup {‖x‖ |x ∈ B (X) ∩ (Ln ∩Mn+1)}

≥ ρn.

To applyTheorem 2.1 we need the following statement established in [1]
(see also [5]).
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Lemma 2.3. Let 1 < p <∞, then

‖Λ |Lp → Lp ‖

≤ χp

( ∞∑
k=0

|λ (k)− λ (k + 1)|+ sup
m∈N

|λ (m)|

)
,

where
χp = 1 + 2

{
cot π

2π , 2 < p <∞,
tan π

2π , 1 < p ≤ 2.

}
Theorem 2.4. Let {a (k) , k ∈ N∪{0}}, a (k) 6= 0 be a decreasing sequence
of real numbers for some k ≥M . Then

E (K ∗B (Lp (−π, π)) , Lp (−π, π) , 2n− 1)

≥ C−1
p a (n) , 1 < p <∞.

Proof. We reduce the problem to a finite dimensional one. Consider multi-
plier operator

Λ−1
n =

{
1

a (0)
,

1

a (1)
,

1

a (2)
, · · · , 1

a (n)
, 0, 0, · · ·

}
.

Using Lemma 2.3 we get

‖Λ |Lp → Lp ‖ ≤ Cp
1

a (n)
.

This implies

C−1
p a (n)B (Lp (−π, π)) ∩ T2n+1 ⊂ K ∗B (Lp (−π, π)) ,

where
T2n+1 = lin {1, cos kt, sin kt, 1 ≤ k ≤ n} .

Clearly, dim T2n+1 = 2n+ 1. ApplyingTheorem 2.1 we get

E (K ∗B (Lp (−π, π)) , Lp (−π, π) , 2n− 1)

≥ C−1
p a (n) .

Theorem 2.5. Let {a (k) , k ∈ N} be such as in (1.2) then

E (K ∗B (Lp (−π, π)) , Lp (−π, π) , 2n) � a (n) ,

n→ ∞, 1 < p <∞.
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Proof. By (1.3) andTheorem 2.4 we get

E (K ∗B (Lp (−π, π)) , Lp (−π, π) , 2n) � a (n)

and
E (K ∗B (Lp (−π, π)) , Lp (−π, π) , 2n) � a (n)

as n→ ∞.

References
[1] Kushpel, A. (1988). On an estimate of widths of sets in some function

spaces, In: Somme problems in the Theory of Approximation of func-
tions, Kiev, Inst. Math. Acad. Nauk Ukraine. SSR, 92-95.

[2] Kushpel, A. (1989). Sharp estimates of the widths of convolution classes,
Math. USSR Izvestiya, American Mathematical Society, 33, 631-649.

[3] Kushpel, A. (2008). Convergence of sk-splines I, Int. J. of Pure and Ap-
plied Mathematics, 45, 87-101.

[4] Kushpel, A. (2008). Convergence of sk-splines II, Int. J. of Pure and Ap-
plied Mathematics, 45, 103-119.

[5] Jarad, F., & Kushpel, A., & Tas, K. (2020). On the optimality of the
trigonometric system, Journ. of Complexity, 56, 101429.

72



7. CALCULATION OF COVID-19
CASES USING ADOMIAN

DECOMPOSITION METHOD

Nurgül Gökgöz

Abstract
In the recent years, analysis of fractional order equations showed that they represent

some different behaviors that integer order systems may not represent and therefore they
are thought to be advantageous. Thus they are frequently preferred instead of the inte-
ger order equations to model real world problems. One example of the fractional order
derivatives is the Caputo derivative which allows a more suitable approach to calculate if
the initial conditions are given. We investigate the Caputo type fractional order system
model given in [1],

C
D
α
t [S(t)] = −β

S(t)I(t)

N
,

C
D
α
t [I(t)] = β

I(t)S(t)

N
− (γ + κ)I(t)

C
D
α
t [R(t)] = γI(t),

C
D
α
t [D(t)] = κI(t)

where 0 < α ≤ 1. In this equation, S, I ,R andD corresponds to the susceptible, in-
fected, recovered and dead number of people. Parametersβ, γ veκ represents the average
number of contacts per person per time, recovery rate and death rate, respectively.
The analytical solutions of fractional order nonlinear systems, like the one given above, can
not be evaluated most of the time. In such cases obtaining numerical solutions is the first
way. However, the discretization causes round off errors and requires computer time and
memory. Those factors cause the loss of accuracy. Therefore, we investigate the solutions
of the above model in terms of Adomian decomposition method.

Keywords. Fractional order models, Caputo fractional derivative, Adomian decompo-
sition method
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1 Introduction
Mathematical models serve a systematic way to understand nature, tech-
nology and science and they provide us insight about the evolution, exis-
tence, stability and control of the system in question. By the outbreak of
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COVID-19, the importance of mathematical models have proven to be use-
ful. Even though the pandemic is considered as almost over, many author-
ities from various disciplines warn public about the upcoming similar pan-
demics/endemics. Therefore, all the models and solution concepts studied
for COVID-19 will shed a light for the next widespread disease.
A wide range of mathematical models for COVID-19 that takes into ac-
count different perspectives or mathematical approaches have been devel-
oped within this period of time. Integer order [6],[7], [8] or fractional order
compartmental models [1], [9], [10]. Apart from compartmental models,
also machine learning or deep learning algorithms have been widely used
to predict number of cases [11], [12], [13]. Most nonlinear models do not
result in an analytical solution and thus applying a numerical method to
solve the COVID-19 model is the most common way [14], [1]. Apart from
those numerical methods, a recently developed tool, Adomian Decompo-
sition [15], has proven to be a very advantageous way to obtain a semi-
analytical solution. There are some works in the literature that takes into
account the integer order Adomian decomposition solutions of COVID-19
models[5]. In this work, we consider fractional order Adomian decompo-
sition to obtain a solution of the SIRD model.

2 Fractional order Adomian Decomposition
Method

In the Adomian decomposition case, it is assumed that [4]

u(x, t) =

∞∑
n=0

un(x, t).

Moreover, the nonlinear term F (u(x, t)) is represented as

F (u(x, t)) =

∞∑
n=0

An

whereAn are called as the Adomian polynomials [4]. Adomian has discov-
ered his decomposition method for different types of nonlinearities [15],
[16], [17]. The complexity in this method is to calculate the Adomian poly-
nomials and therefore some methodologies have been developed in this di-
rection [4], [18]. Also, fractional counterparts have been developed [1]. In
this work, fractional Adomian decomposition of [1] that makes use of Ca-
puto derivative is employed.
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Definition 2.1 ([19],[20],[1]). Let f ∈ Cm−1,m ∈ N ∪ {0}. Then the left-
sided Caputo fractional derivative of f is defined as

Dµf(x) =

{
Im−µfm(x), m− 1 < µ ≤ m, m ∈ N
dmf(x)
dxm , µ = m

Moreover, it is stated that [19],[20],[1],

IµIνf = Iµ+νf, µ, ν ≥ 0, f ∈ Cα, α ≥ 1

Iµxγ =
Γ(γ + 1)

Γ(λ+ µ+ 1)
xγ+µ, µ > 0, γ > −1, x > 0.

3 Solution using Fractional AdomianDecompo-
sition Method

Themodel of Nisar, et al.,[1],

CDα
t [S(t)] = −βS(t)I(t)

N
(3.1)

CDα
t [I(t)] = β

I(t)S(t)

N
− (γ + κ)I(t) (3.2)

CDα
t [R(t)] = γI(t) (3.3)

CDα
t [D(t)] = κI(t) (3.4)

has proven to have a unique solution in the aforementionedpaper [1]. There-
fore, we obtain a solution in the form

S(t) = S(0) + Iα
(
β
S(t)I(t)

N

)
(3.5)

I(t) = I(0) + Iα
(
β
I(t)S(t)

N
− (γ + κ)I(t)

)
(3.6)

R(t) = R(0) + Iα (γI(t)) (3.7)
D(t) = D(0) + Iα (κI(t)) (3.8)

where S(0), I(0),R(0) andD(0) are initial conditions and Iα corresponds
to the Caputo integral. The complete solution in the series form will corre-
spond to

S(t) = S0 + S1 + S2 + S3 + . . . ,

I(t) = I0 + I1 + I2 + I3 + . . . ,

R(t) = R0 +R1 +R2 +R3 + . . . ,

D(t) = D0 +D1 +D2 +D3 + . . .
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In order to apply Adomian decompositionmethod we define the right-hand
side terms as,

N1 = β
S(t)I(t)

N
=

∞∑
j=1

A1j ,

N2 = β
I(t)S(t)

N
− (γ + κ)I(t) =

∞∑
j=1

A2j ,

N3 = γI(t) =

∞∑
j=1

A3j ,

N4 = κI(t) =

∞∑
j=1

A4j .

Then, we calculate Adomian polynomials as

A10 =
β

N
S0I0,

A11 =
β

N
S0I1 +

β

N
S1I0,

A12 =
β

N
S0I2 +

β

N
S1I1 +

β

N
S2I0,

A13 =
β

N
S0I3 +

β

N
S1I2 +

β

N
S2I1 + S3I0

A14 =
β

N
S0I4 +

β

N
S1I3 +

β

N
S2I2 +

β

N
S3I1 +

β

N
S4I0,

...

and

A20 =
β

N
S0I0 − (γ + κ)I0,

A21 =
β

N
S0I1 +

β

N
S1I0 − (γ + κ)I1,

A22 =
β

N
S0I2 +

β

N
S1I1 +

β

N
S2I0 − (γ + κ)I2,

A23 =
β

N
S0I3 +

β

N
S1I2 +

β

N
S2I1 +

β

N
S3I0 − (γ + κ)I3,

A24 =
β

N
S0I4 +

β

N
S1I3 +

β

N
S2I2 +

β

N
S3I1 +

β

N
S4I0 − (γ + κ)I4,

...

76



Recent Developments in Mathematics

and for A3j and A4j we obtain the following Adomian polynomials as

A30 = γI0 and A40 = κI0,

A31 = γI1 and A41 = κI1,

A32 = γI2 and A42 = κI2,

A33 = γI3 and A43 = κI3,

A34 = γI4 and A44 = κI4,

...

One can calculate the Adomian polynomials using different programming
languages like Mathematica [2] or MATLAB [3]. In paper [1], the initial
values are considered to beS0 = N−6whereN = 11000000/250, I0 = 1,
R0 = 0 andD0 = 0 andmoreover,β which is the average number of contact
per person per time is taken to be 5, γ which represents the recovery rate
is taken as 0.5 and κ which corresponds to the death rate is taken as 3.5.
Therefore, Adomian decomposition series has the following terms

{
S(0) = S0 = N − 6

Sm+1 = IαA1m

{
I(0) = I0 = 1

Im+1 = IαA2m

{
R(0) = R0 = 0

Rm+1 = IαA3m

{
D(0) = D0 = 0

Dm+1 = IαA4m, m = 0, 1, 2

In the first iteration, we obtain

S1 = IαA10 =
β

N
S0I0

tα

Γ(α+ 1)
,

I1 = IαA20 =

(
β

N
S0I0 − (γ + κ)I0

)
tα

Γ(α+ 1)
,

R1 = IαA30 = γI0
tα

Γ(α+ 1)
,

D1 = IαA40 = κI0
tα

Γ(α+ 1)
.
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With a similar manner, in the second iteration we get,

S2 = IαA11 =
β

N
Iα (S0I1 + I0S1) ,

I2 = IαA21 = Iα
(
β

N
S0I1 +

β

N
S1I0 − (γ + κ)I1

)
,

R2 = IαA31 = Iα (γI1) ,
D2 = IαA41 = Iα (κI1) .

Thalgorithm to calculate Adomian polynomials can be found in [2] and [4].
Finally, we obtain the solutions as

S(t) = (N − 6) + a1
tα

Γ(α+ 1)
+ a2

t2α

Γ(2α+ 1)
+ a3

t3α

Γ(3α+ 1)
+ . . . ,

I(t) = 1 + b1
tα

Γ(α+ 1)
+ b2

t2α

Γ(2α+ 1)
+ b3

t3α

Γ(3α+ 1)
+ . . . ,

R(t) = c1
tα

Γ(α+ 1)
+ c2

t2α

Γ(2α+ 1)
+ c3

t3α

Γ(3α+ 1)
+ . . . ,

D(t) = d1
tα

Γ(α+ 1)
+ d2

t2α

Γ(2α+ 1)
+ d3

t3α

Γ(3α+ 1)
+ . . . .

where ai, bi, ci , di are coefficients obtained from iterations, parameter val-
ues and first few of them are listed as follows:

a1 = 4.9993; a2 = 24.9933; a3 = 104.9669,

b1 = 0.9993; b2 = 20.9960; b3 = 20.9828,

c1 = 0.5000; c2 = 0.4997.9933; c3 = 10.4980,

d1 = 3.5000; d2 = 3.4976; d3 = 73.4861.

4 Conclusion
This work aims the solution of a nonlinear system using fractional order
Adomian Decomposition method which is considered as semi-analytical.
Instead of using a numerical solution which may cause round-off error, etc.
we provide an alternative method for simulations of the considered model.
As discussed previously in this work, Adomian polynomials are hard to ob-
tain. However, there are works in the literature to gather those polynomials
by using computer programs. Therefore, application becomes a lot easier in
this case. On the other hand, a detailed analysis of the Adomian method in
terms of error bound will be calculated and moreover, its advantages and

78



Recent Developments in Mathematics

disadvantages with respect to other numerical methods with applications
will be considered in the future.
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Abstract

In this study, an umbrella matrix was obtained using the Darboux
frame of a curve selected on a surface given in the 3-dimensional Eu-
clidean space E3. With the obtained umbrella matrix, umbrella mo-
tion in E3 was defined.
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1 Introduction
When studying the differential geometry of surfaces in 3-dimensional Eu-
clidean space, aDarboux frame constructed on such surfaces is of significant
importance. In particular, a general helix curve on the surface and the Dar-
boux frame of this curve can yield interesting results.

The umbrellamatrices have important applications in geometry, algebra,
physics and are defined as follows. Let 1 =

[
1 1 ... 1

]T ∈ Rn1 be
given, then the matrix A ∈ O(n) that satisfies the property A1 = 1, is an
umbrella matrix, and the set of these matrices is denoted as follows:
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A(n) = {A | AAT = In, A1 = 1 , 1 =
[
1 1 ... 1

]T ∈ Rn1}

This definition was proposed made by O. Alisbah in 1976 and was fo-
cused on motion geometry by H. Hacısalihoğlu in 1977 with the study [3].
Subsequently, E. Özdamar examined the Lie group and Lie algebra structure
of these matrices in the study [5]. Moreover, in the study [4], N. Kuruoğlu
generalized this definition for A ∈ GL(n,R) and det(A) 6= 0 and defined
matrix A as a double umbrella matrix in the case

A1 = 1 , AT1 = 1

In recent years, Y. Yaylı and M. Çarboğa focused on the geometry of
3-dimensional Dual Umbrella matrices in the study [6] and examined the
relationship between these matrices and pairwise comparison matrices in
the study [7]. Furthermore, studies on umbrella matrices were published
as a booklet in [14], and in the study [13], a transition from the Euclidean
umbrella matrix to the Lorentzian umbrella matrix was defined.

Themainmotivation for this study is the work titled ”UmbrellaMatrices
and Higher Curvatures of a Curve” by Erdoğan Esin in 1986. In this study,
the definition of umbrella motion through curves on surfaces was provided
using the Cayley equation. Additionally, the relationship between the curve-
surface frame and theDarbouxmatrixis given, and an infinitesimal umbrella
motion is obtained. In the study [1], this situation was generalized to every
antisymmetric matrix with zero row sums.

In this study, we propose a theorem to generate umbrella motion us-
ing a curve chosen on the surfaces in 3-dimensional Euclidean space. An
umbrella motion can only be obtained if the chosen curve is a general he-
lix. Additionally, the angular velocities of the frame motion along the curve
and the Frenet frame motion were calculated and found to be equal. Fur-
thermore, after obtaining some approximation curves, surface examples are
given.

2 Basic Concepts
In this section, some essential concepts are described.

Definition 2.1. LetB be an antisymmetric matrix. The formula

A = (In −B)−1(In +B)

is called the Cayley formula. Here, A is an orthogonal matrix, and none of
its eigenvalues is−1 [8].
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Definition 2.2. In E3, for A ∈ A(n), the motion[
y
1

]
=

[
A C
0 1

] [
x
1

]
or

y = Ax+ C

is called an umbrella motion in En. Here, x, y, and C are matrices of type
(n× 1) [3].

Definition 2.3. Let y = Ax + C be a general motion in E3. The vectors y
and x respectively represent the position vectors of a point P inΣn and En.
For the rotation part of a general motion given by

y = A(t)x,

the velocity vector at point P is given by

ẏ = Ȧx.

Thus, we obtain
ẏ = ȦA−1y.

Here, the matrix
W = ȦA−1

is called the Darboux matrix of the motion corresponding to A [9].

Definition 2.4. An infinitesimal quantity of the first order ε and an anti-
symmetric matrix [bij ] form an infinitesimal matrix as

I3 + ε[bij ].

Here, ε 6= 0 and ε2 = 0 [11].

Theorem 2.5. Let α : I −→ En be a curve in E3 given with parameter s.
Let ki be the i-th curvature function of α and {X1, . . . , Xn} be the Frenet
frame. For 1 ≤ i ≤ n− 1, the Frenet formulas are given by

DX1
Xi = X

′
i = −k(i−1)gXi−1 + kigXi+1 + II(X1, Xi)Xn, (k0g = k(n−1)g = 0).

These Frenet formulas can be written in matrix form as

X
′
= K(X)X.

Here, skew symmetric matrix K(X) is called the curvature matrix of the
curve α [10].

83



The Darboux Frame and Umbrella Matrix

3 Darboux Frame and Umbrella Matrices in 3-
Dimensional Space

In this section, the equality κg = −κn = τg in the curvature matrix

K =

 0 κg κn
−κg 0 τg
−κn −τg 0


is considered. The conditions necessary for this equality and the frame mo-
tions are investigated to obtain some significant results.
First, letM be a surface. Consider the unit speed curve

α : I ⊂ R −→M

on this surface. The Darboux frame {T, Y, U} of this curve is given by the
equality TY

U

′

=

 0 κ cos θ −κ sin θ
−κ cos θ 0 τ + θ′

κ sin θ −τ − θ′ 0

TY
U

 .
Here, for the curvature matrixK , the curvatures are given as

κg = κ cos θ,
κn = −κ sin θ,
τg = τ + θ′.

These curvatures are called geodesic curvature, normal curvature, and geodesic
torsion of the curve, respectively [12].

In the following theorem, we obtain an umbrella matrix by applying the
Cayley transformation to the curvature matrixK .
Theorem 3.1. LetM be a surface, and α : I ⊂ R −→ M be a unit speed
curve. For the curvature matrix of the curve α

K =

 0 κ cos θ −κ sin θ
−κ cos θ 0 τ + θ′

κ sin θ −τ − θ′ 0

 ,
and for the orthogonal matrix obtained from the Cayley transformation

A = (I3 −K)−1(I3 +K),

if κg = −κn = τg , then A is an umbrella matrix.
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Proof. For curvature matrixK , we let

κ cos θ = κ sin θ = τ + θ′. (3.2)

From here, we obtain the equality θ = π
4 and θ′ = 0, and with the equality

3.2, we obtain
τ =

κ√
2
.

Thus, we can write the curvature matrixK as

K =

 0 κ√
2

− κ√
2

− κ√
2

0 κ√
2

κ√
2

− κ√
2

0

 . (3.3)

Applying the Cayley transformation to 3.3, we obtain the orthogonal matrix

A =
1

2 + 3κ2

 −κ2 + 2 2(κ2 +
√
2κ) 2(κ2 −

√
2κ)

2(κ2 −
√
2κ) −κ2 + 2 2(κ2 +

√
2κ)

2(κ2 +
√
2κ) 2(κ2 −

√
2κ) −κ2 + 2

 .

Now, we demonstrate that matrix A is an umbrella matrix. For this reason,
it is sufficient to show that for 1 =

[
1 1 1

]T ∈ R3
1,

A1 = 1.

Here, we simply obtain

A1 =
1

2 + 3κ2

2 + 3κ2

2 + 3κ2

2 + 3κ2


A1 =

11
1


A1 = 1.

Thus, A is an umbrella matrix.

3.1 Frame Motions Along the Curve
The Darboux vector of the frame motion {T, Y, U} along the curve α is
given by

W =
κ√
2
T +

κ√
2
Y +

κ√
2
U,
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and the angular velocity was calculated as ‖W‖ =
√
3√
2
κ. Additionally, by

considering the Frenet frame {T,N,B} along the curve α with θ =
∫
τds,

we obtain

T = T,

N1 = cos θN − sin θB,
N2 = sin θN + cos θB.

The equation can be written as TN1

N2

′

=

 0 κ1 κ2
−κ1 0 0
−κ2 0 0

TY
U

 .
Here, κ1 = κ cos θ and κ2 = κ sin θ. Thus, the RMF frame {T,N1, N2} is
obtained by the rotation of the Frenet frame {T,N,B} around T at angle θ.
The Darboux vector of the frame motion is given by

W̃ = −κ2N1 + κ1N2,

and its angular velocity is ‖W̃‖ = κ. Finally, for the Frenet frame {T,N,B}
of the curve α : I ⊂ R −→M , we obtainTN

B

′

=

 0 κ 0
−κ 0 τ
0 −τ 0

TN
B

 .
The Darboux matrix formed by frame motion is given by

W̄ =
√
κ2 + τ2,

and for τ = κ√
2
, the angular velocity is given by

‖W̄‖ =

√
3√
2
κ.

Thus, we obtain the following result:
Corollary 3.4. The angular velocities of the frame motion {T, Y, U} along
the curve α and the frame motion {T,N,B} are equal. These angular ve-
locities are also close to the angular velocity of the RMF frame.

Now, we approximate curve α ⊂ M . For the neighborhood of t0 = 0,
the Taylor series expansion of this curve is given by

α(t) = α(0) + t α′(0) +
t2

2!
α′′(0) +

t3

3!
α′′′(0) + . . . . (3.5)
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Here, assuming α(0) = 0, for the frame {T, Y, U}, we have

α′(0) = T

α′′(0) =
κ√
2
(Y − U)

α′′′(0) = −κ2T + (
κ′√
2
+
κ2

2
)Y + (− κ′√

2
+
κ2

2
)U

Substituting these into equation 3.5 and simplifying, we obtain the follow-
ing:

α(t) = (
6t− κ2t3

6
)T + (

3
√
2κt2 + (

√
2κ′ + κ2)t3

12
)Y

+(
−3

√
2κt2 + (−

√
2κ′ + κ2)t3

12
)U.

Hence, we obtain the approximation of the curve.

Example 3.6. For the curve α(t), considering κ = t+ 1, we get

α(t) = (
6t− t3

6
)T + (

3
√
2t2 + (

√
2 + 1)t3

12
)Y + (

−3
√
2t2 + (−

√
2 + 1)t3

12
)U.

From the family of surfaces on which this curve is located, one such surface is
given by

F (t, u) = (
(6t− t3) cosu

6
,

(3
√
2t2 + (

√
2 + 1)t3)(

√
u+ 1)

12
,

(−3
√
2t2 + (−

√
2 + 1)t3)eu

12
)

and the curve-surface pair can be drawn as

If we compute one more derivative of the curve α(t), we obtain
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β(t) =
96t− 16κ2t3 − 12κκ′s4

96
T

+
24

√
2κt2 + (8

√
2κ′ + 8κ2)t3 + (−3

√
2κ3 + 6κκ′ + 2

√
2κ′′)t4

96
Y

+
−24

√
2κt2 + (−8

√
2κ′ + 8κ2)t3 + (3

√
2κ3 + 6κκ′ − 2

√
2κ′′)t4

96
U

Example 3.7. For the curve β(t), considering κ = cos t+ 1, we obtain

β1(t) =
96t− 64t3

96
T +

48
√
2t2 + 32t3 − 26

√
2t4

96
Y +

−48
√
2t2 + 32t3 + 26

√
2t4

96
U.

From the family of surfaces on which this curve lies, one such surface is

G(t, u) = (
(96t− 64t3) cosu

96
,

(48
√
2t2 + 32t3 − 26

√
2t4)(u+ 1)

96
,

(−48
√
2t2 + 32t3 + 26

√
2t4)(u+ 1)

96
)

and the curve-surface pair is drawn as

Furthermore, to visualize the curve β(t)more simply, considering
κ(t) =

√
6 cos

√
3t, we get

β2(t) = (t− t3)T +

√
3t2 + t3 −

√
3t4

2
Y +

−
√
3t2 + t3 +

√
3t4

2
U.
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From the family of surfaces on which this curve lies, a conical surface can be given
by

H(t, u) = ((t− t3)u,
(
√
3t2 + t3 −

√
3t4)u

2
,
(−

√
3t2 + t3 +

√
3t4)u

2
)

and the curve-surface equations are respectively given by

Finally, from the family of surfaces on which the curve β2(t) lies, another surface is
given by

L(t, u) = ((t− t
3
) cosu,

(
√
3t2 + t3 −

√
3t4)(u+ 1)

2
,
(−

√
3t2 + t3 +

√
3t4)(u+ 1)

2
),

and the surface equation can be drawn as
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4 Infinitesimal Umbrella Motion
In this section, after providing a theorem describing the relationship between the
Darbouxmatrix of the obtained umbrella motion and curvature matrixK , infinites-
imal motion is defined.

In [2], the condition that the sum of the rows of the (n × n)-type curvature
matrixK is zero is considered, and the relationship between the Darboux matrix of
the umbrella motion and the curvature matrixK is given. Additionally, in [1], this
situation is generalized to any antisymmetric matrix with zero row sums, providing
a different relationship.

In the following theorem, the relationship for the (3× 3)-type curvature matrix
K is examined.

Theorem 4.1. In E3, for the umbrella matrixA = (I3−K)−1(I3+K), there is the
relationship

W (A) = 2(I3 −K)−1K′(I3 +K)−1

between the Darboux matrixW (A) of umbrella motion and curvature matrix
K .

Theorem 4.2. In E3, for the umbrella matrixA = (I3 −K)−1(I3 +K), the matrix
I3 + εW (A) is also an (infinitesimal) umbrella matrix.

Proof. First, we show that the matrix I3 + εW (A) is orthogonal. For this purpose,
we must show

(I3 + εW (A))(I3 + εW (A))T = I3.

SinceW (A)T = −W (A), we obtain

(I3 + εW (A))(I3 − εW (A)) = I23 − ε2W (A)2.

Considering that ε2 = 0 for infinitesimal quantity ε, we obtain

(I3 + εW (A))(I3 − εW (A)) = I3.

Thus, I3 + εW (A) is an infinitesimal orthogonal matrix. Finally, for 1 =[
1 1 1

]T ∈ R3
1,

(I3 + εW (A))1 = 1+ εW (A)1,

and sinceW (A)1 = 0,

(I3 + εW (A))1 = 1.

Thus, I3 + εW (A) is an infinitesimal umbrella matrix.
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Theorem 4.3. In E3, for the umbrella matrixA = (I3 −K)−1(I3 +K), the matrix
I3 + εK is also an (infinitesimal) umbrella matrix.

Proof. This can be obtained easily as in Theorem 4.2.

5 Conclusion
In this study, an umbrella matrix on a surface selected in 3-dimensional Euclidean
space using a Darboux frame is examined, and the motion of this matrix on the
surface is analyzed.

If κg = −κn = τg , the orthogonal matrix obtained through the Cayley trans-
formation can be considered an umbrella matrix. The angular velocity of the Dar-
boux frame motion along the curve was found to be equal to the angular velocity of
the Frenet frame motion and close to the angular velocity of the RMF frame. The
approximation curves obtained from the expansion of the Taylor series of the curve
and the surfaces on which these curves lie are exemplified. The relationship between
the Darbouxmatrix of the umbrella motion and the curvaturematrix is given. Based
on this Darboux matrix, the infinitesimal umbrella motion is defined.

We believe that the results obtained have potential applications in field such as
geometry, algebra, and kinematics. In future studies, the relationships between these
matrices and other geometric structures and their generalizations in different spaces
will be examined.
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Abstract

The present paper aims to give the notions of strong I2 − αβ-
summability and I2 − αβ-statistical convergence with respect to an
Orlicz function. Based on these newnotions of convergence, new dou-
ble sequence spaces and some of their properties are given. Further-
more, certain inclusion relations are being analyzed. Finally, it is re-
marked that the results can be obtained for modulus function under
proper choices.
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1 Introduction
Statistical convergence, initially proposed by Steinhaus [29] and Fast [14] for
real sequences, transcended the boundaries of classical convergence. This
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notion has seen various extensions and applications across different spaces,
following significant contributions by Fridy [12] and Fridy and Orhan [13]
and Šalát [27]. In recent years, numerous authors (e.g., [18, 19, 30, 31, 32,
34]) have further expanded the idea of statistical convergence. Addition-
ally, Kostyrko et al. [20] (also independently by Nuray and Ruckle [25])
introduced I-convergence of sequences, where I represents an ideal of sub-
sets of natural numbers. They further extended this concept to sequences of
real functions. Subsequently, Das et al. [8] generalized this convergence to
double sequences, and Dündar and Altay [11] explored various ideal con-
vergence notions for double sequences of real-valued functions. Building
on these advancements, Aktuğlu [1] pioneered a powerful variant of statis-
tical convergence, termed αβ-statistical convergence of order γ.This con-
cept was shown to be a significant extension of both ordinary and statisti-
cal convergences. Recognizing the importance of double sequences, Altun-
dağ and Sözbir [2] introduced αβ-statistical convergence and strong αβ-
summability for double sequences, investigating the interplay between these
novel concepts. Recently, Savaş and Das [28] introduced the innovative
concept of I-statistical convergence, merging statistical convergence with
I-convergence. Belen and Yıldırım [5] generalized this notion to double
sequences, leading to new summability methods that unify the notions of
statistical convergence. Most recently, Ghosal and Mandal [15] introduced
I − αβ-statistical convergence for single sequences, representing a further
generalization of I-statistical convergence.

Several convergence techniques, including statistical convergence, strong
convergence, and strong convergence with respect to Orlicz functions, hold
significance in mathematical analysis. In recent years, numerous investiga-
tions have focused on these concepts and their interrelations (refer to, for
instance, [16],[17],[21], [30], [34]).

Building upon the aforementioned research, this article introduces novel
concepts of strong I2 − αβ-summability and I2 − αβ-statistical conver-
gence for double sequences in the context of Orlicz functions. It further out-
lines new double sequence spaces and explains their properties derived from
these recently introduced convergence concepts. Additionally, this study
examines inclusion relations among these concepts. It is noted that select-
ing appropriate parameters enables the derivation of results for the modulus
function.

For our investigation, the followings are requisite. First recall the main
concepts of convergence methods for double sequences.
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Definition 1.1. [26] A double sequence x = (xij) is said to be convergent
in Pringsheim’s sense (P -convergent) if

∀ε > 0, ∃J = J (ε) , ∀i, j > J, |xij − L| < ε.

It is denoted by P − lim
i,j
xij = L.

Definition 1.2. [26] A double sequence x = (xij) is called bounded if

∃K > 0, ∀ (i, j) ∈ N2, |xij | ≤ K, i.e.,

if ‖x‖(∞,2) = sup
i,j

|xij | <∞ and denote the set by l2∞.

Definition 1.3. [24] The number sequence x = (xij) is statistically con-
vergent to L provided that, for every ε > 0,

P − lim
m,n

|{i ≤ m, j ≤ n : |xij − L| ≥ ε}|
mn

= 0,

in that case we write st2 − lim
i,j
xij = L.

Now letα (n) and β (n) be two sequences of positive numbers satisfying
the following conditions:

C1 : α, β are both non-decreasing,
C2 : β (n) ≥ α (n) ,
C3 : β (n)− α (n) → ∞ as n→ ∞,
and let Λ denote the set of pairs (α, β) satisfying C1, C2 and C3[1].
Throughout the paper, let (α1, β1) , (α2, β2) ∈ Λ.

Definition1.4. [2]Adouble sequencex = (xij) is said to beαβ-statistically
convergent to L, if for every ε > 0,

P − lim
m,n

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∣∣∣{(i, j) , i ∈ D

α1β1
m and j ∈ D

α2β2
n : |xij − L| ≥ ε

}∣∣∣ = 0

which is denoted by stαβ2 − lim
i,j
xij = L,whereDα1β1

m andDα2β2
n are closed

intervals [α1 (m) , β1 (m)] and [α2 (n) , β2 (n)] , respectively.

Definition 1.5. [2]A double sequence x = (xij) is said to be strongly αβ-
summable to L, if for every ε > 0,

P − lim
m,n

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij − L| = 0.
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Now we recall some notation and terminology of an ideal. Kostyrko,
Salat and Wilczynski, have defined I-convergence using the ideal I ([20]).
This type of convergence can be seen as a general form of statistical conver-
gence. Let a class I of subsets ofX, a non-empty set, is called an ideal inX
iff (i) ∅ ∈ I, (ii) A,B ∈ I implies A ∪ B ∈ I and (iii) for each A ∈ I
and B ⊂ A we have B ∈ I. If {x} ∈ I for each x ∈ X then an ideal
called admissible. If I is a non-trivial ideal inX (i.e. X /∈ I, I 6= {∅}) then
the family of sets F = {U ⊂ X : (∃A ∈ I) (U = X \A)} is a filter in X
and we call such an filter, the filter associated with the ideal I.A non-trivial
ideal I2 of N2 is called strongly admissible if {i} × N and N × {i} belong
to I2 for each i ∈ N. It seems obvious that a strongly admissible ideal is
admissible also. Let

I0
2 =

{
B ⊂ N2 : (∃m (B) ∈ N) (i, j ≥ m (B) ⇒ (i, j) /∈ B)

}
,

thenI0
2 is a non-trivial strongly admissible ideal ([8]) and clearlyI2 is strongly

admissible if and only if I0
2 ⊂ I2.

For the rest of the paper, we use I2 as a non-trivial strongly admissible
ideal on N2.

Definition 1.6. Let x = (xij) be a double sequence. We introduce the
following double sequence space

w
(
Iαβ2

)
=

x = (xij) :

(m,n) ∈ N2 :
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣×
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij − L| ≥ ε

 ∈ I2, for some L

 .

If x ∈ w
(
Iαβ2

)
we say that x is strong I2 −αβ-summable to L and also, if

L = 0 then we write w0

(
Iαβ2

)
.

Definition 1.7. We introduce the following double sequence space,

st
(
Iαβ
2

)
=

x = (xij) :

(m,n) ∈ N2 :
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣×∣∣∣{(i, j) , i ∈ Dα1β1
m and j ∈ Dα2β2

n : |xij − L| ≥ ε
}∣∣∣ ≥ δ

}
∈ I2

}
.

In this case we say that x is I2 − αβ-statistically convergent to L and we
write x ∈ st

(
Iαβ2

)
. Also, we say st

(
Iαβ2

)
− lim

i,j
xij = L.

96



Recent Developments in Mathematics

In other words, we can write that χS(x−Le;ε) is contained in w
(
Iαβ2

)
for every ε > 0 where χS(x;ε) is the characteristic function of the set

S (x; ε) =
{
(i, j) ∈ N2 : |xij | ≥ ε

}
.

This definition also includes the following special cases:
(i) If we take α1 (m) = 1, β1 (m) = m for all m ∈ N and α2 (n) =

1, β2 (n) = n for all n ∈ N, then I2−αβ-statistical convergence is reduced
to I2−statistical convergence introduced in [5].

(ii) Let λ = (λm) and µ = (µn) be two non-decreasing sequences of
positive numbers tending to∞ such that

λm+1 ≤ λm + 1, λ1 = 1,

µn+1 ≤ µn + 1, µ1 = 1.

Then in the case of α1 (m) = m − λm + 1, β1 (m) = m for all m ∈ N
and α2 (n) = n − µn + 1, β1 (n) = n for all n ∈ N, I2 − αβ-statistical
convergence is reduced to I2 − (λ, µ)-statistical convergence introduced in
[5].

(iii) Recall that a double lacunary sequence θr,s = {(kr, ls)} , which
means there exist two increasing of integers such that

k0 = 0, hr = kr − kr−1 → ∞ as r → ∞,

l0 = 0,
_
hs = ls − ls−1 → ∞ as s→ ∞,

If we take α1 (m) = km−1 + 1, β1 (m) = km for all m ∈ N and
α2 (n) = ln−1 + 1, β1 (n) = ln for all n ∈ N, then I2 − αβ-statistically
convergence of double sequence is reduced to I2-lacunary statistical con-
vergence of double sequence introduced in [22].

Recall that F is called the Orlicz function whenever F : [0,∞) →
[0,∞) is a function such that it is continuous, nondecreasing and convex
with F (0) = 0, F (x) > 0 for x > 0 and F (x) → ∞ as x → ∞ ([21]).
If the convexity condition of Orlicz function F is replaced by F (x+ y) ≤
F (x) + F (y) , then F is called modulus function (see, [23]).

To establish certain results, we require the following property of an Or-
licz function. If there is a constantH > 0 such that, for all u > 0,

F (2u) ≤ HF (u) ,

we say that the Orlicz function F satisfies the42-condition. This condition
is equivalent to the condition

F (tu) ≤ HtF (u)

for all u > 0 and for t > 1 (see, e.g., [21]).
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2 Strong I2 − αβ-Summable and I2 − αβ-
Statistical Convergence via Orlicz Function

In this section, our primary findings will be thoroughly discussed.

Definition 2.1. Let F be an Orlicz function. We introduce the following
double sequence space

w
(
Iαβ2 , F

)
=

x = (xij) :

(m,n) ∈ N2 :
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣×
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|) ≥ ε

 ∈ I2, for some L

 .

If x ∈ w
(
Iαβ2 , F

)
we say that x is strong I2 − αβ-summable to L

with respect to an Orlicz function F and also, if L = 0 then we write
w0

(
Iαβ2 , F

)
.

Remark 2.2. If we take F (x) = |x| , then I2 − αβ -summability via Orlicz
function coincide with I2 − αβ- summability. Thus I2 − αβ-summability
via Orlicz function is a generalization of I2 − αβ-summability.

Theorem 2.3. Given any Orlicz function satisfying 42-condition we have
the inclusions

w0

(
Iαβ2

)
⊂ w0

(
Iαβ2 , F

)
and

w
(
Iαβ2

)
⊂ w

(
Iαβ2 , F

)
.

Proof. It is enough to prove w0

(
Iαβ2

)
⊂ w0

(
Iαβ2 , F

)
. Now let x =

(xij) ∈ w0

(
Iαβ2

)
and F be an Orlicz function satisfying 42-condition.

From the right continuity of F at zero, for a given ε > 0, there exists η with
0 < η < 1 such that F (u) < ε whenever 0 ≤ u < η.Then we may write
that
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1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |)

=
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij |<η

F (|xij |)

+
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij |≥η

F (|xij |)

< ε+
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij |≥η

F (|xij |) .

Since 0 < η < 1, we get for every i, j ∈ N, that

|xij | <
|xij |
η

< 1 +
|xij |
η
.

Also, since F is an Orlicz function satisfying42-condition, we observe that

F (|xij |) ≤ F

(
1 +

|xij |
η

)
= F

(
2
1

2
+ 2

|xij |
2η

)
≤ 1

2
F (2) +

1

2
F

(
2 |xij |
η

)
≤ 1

2
F (2) +

H |xij |
2η

F (2) < (1 +H)F (2)
|xij |
η

.

Then combining the above results, we obtain that

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |)

< ε+
(1 +H)

η
F (2)

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij | .
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From the hypothesis x = (xij) ∈ w0

(
Iαβ2

)
and also given r > 0, choose

ε > 0 such that ε < r, we see that(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |) ≥ r


⊂

(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij | ≥
(r − ε) η

(1 +H)F (2)

 ∈ I2

which completes the proof.

Lemma 2.4. Let F be an Orlicz function satisfying 42-condition. Then
w0

(
Iαβ2 , F

)
is an ideal in l2∞.

Proof. Let x ∈ w0

(
Iαβ2 , F

)
and z ∈ l2∞ we show that xz ∈ w0

(
Iαβ2 , F

)
.

Since z ∈ l2∞, there isK1 > 1 so that ‖z‖(∞,2) ≤ K1. Due to F is nonde-
creasing and satisfies42-condition we have

F (|xijzij |) ≤ F (K1 |xij |) ≤ HK1F (|xij |) , (H > 0) .

By hypothesis(m,n) ∈ N2 :
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |) ≥ ε

 ∈ I2

so we get that

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xijzij |)

≤ HK1
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |)

from which we immediately conclude that(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xijzij |) ≥ ε

 ∈ I2

This proves the result.

As in above lemma one can observe that w0

(
Iαβ2

)
∩ l2∞ is an ideal in

l2∞. On the other hand we get the following:
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Lemma 2.5. Let F be an Orlicz function satisfying42-condition, then
w0

(
Iαβ2 , F

)
∩ l2∞ is a closed ideal in l2∞. Also, note that, w0

(
Iαβ2

)
∩ l2∞is a

closed ideal in l2∞.

Proof. It is enough to prove w0

(
Iαβ2 , F

)
∩ l2∞ is closed. Let

x ∈ w0

(
Iαβ2 , F

)
∩ l2∞.Then, there exists xkl := xklij ∈ w0

(
Iαβ2 , F

)
∩l2∞

with xkl → x ∈ l2∞.Then given ε > 0, we get
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |)

=
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(∣∣xij − xklij + xklij

∣∣)
≤ 1

2

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
2
∣∣xij − xklij

∣∣)
+

1

2

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
2
∣∣xklij ∣∣)

≤ 1

2
HF (ε) +

1

2
H

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(∣∣xklij ∣∣)

= ε
′
+

1

2
H

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(∣∣xklij ∣∣) ,

where ε′ = 1
2HF (ε) . Given r > 0, choose ε′ > 0 such that ε′ < r, we see

that(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |) ≥ r


⊂

(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(∣∣∣xklij ∣∣∣) ≥

2
(
r − ε

′)
H

 ∈ I2

Since xklij ∈ w0

(
Iαβ2 , F

)
∩ l2∞, we can get(m,n) ∈ N2 :
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij |) ≥ r

 ∈ I2

which gives x ∈ w0

(
Iαβ2 , F

)
∩ l2∞.The proof is completed.
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Lemma 2.6. LetM be an ideal in l2∞ and let x ∈ l2∞.Then x is in the closure
ofM in ℓ2∞ iff χS(x;ε) ∈M for all ε > 0.

Proof. The proof can be easily obtained by the same technique as in [6].

Theorem 2.7. Let F be an Orlicz function that satisfies42-condition. Then

w
(
Iαβ2 , F

)
∩ l2∞ = w

(
Iαβ2

)
∩ l2∞.

Proof. Observe that is enough to prove thatw0

(
Iαβ2 , F

)
∩l2∞ = w0

(
Iαβ2

)
∩

l2∞. ByTheorem 2.3, we have that w0

(
Iαβ2

)
∩ l2∞ ⊂ w0

(
Iαβ2 , F

)
∩ l2∞.

We now prove the opposite inclusion. Note that

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
χS(x;ε) (i, j)

)
(2.8)

= F (1)
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

χS(x;ε) (i, j)

Let x ∈ w0

(
Iαβ2 , F

)
∩ l2∞ and ε > 0. Now define a sequence z = (zij) ∈

l2∞ by zij =
1

xij
if |xij | ≥ ε and zij = 0 otherwise. Since xz = χS(x;ε)

and χS(x;ε) ∈ w0

(
Iαβ2 , F

)
∩ l2∞, we have that

(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
χS(x;ε) (i, j)

)
≥ ε

 ∈ I2.

Thanks to (2.8) that
(m,n) ∈ N2

:
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

χS(x;ε) (i, j) ≥ ε

 ∈ I2.

Lemma 2.5 and Lemma 2.6 yield that x ∈ w0

(
Iαβ2

)
∩ l2∞ which completes

the proof.

Theorem 2.9. Let F be an Orlicz function. Then, we have
(i) w

(
Iαβ2 , F

)
⊆ st

(
Iαβ2

)
, (ii) st

(
Iαβ2

)
∩ l2∞ ⊆ w

(
Iαβ2 , F

)
∩ l2∞.
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Proof. (i) Let x ∈ w
(
Iαβ2 , F

)
.Then(m,n) ∈ N2 :

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|) ≥ ε

 ∈ I2,

for some L.For every ε > 0, we have

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|)

=
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij−L|<ε

F (|xij − L|)

+
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij−L|≥ε

F (|xij − L|)

≥ 1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij−L|≥ε

F (|xij − L|)

≥ F (ε)
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

χS(x−Le;ε) (i, j) ,

this implies that x ∈ st
(
Iαβ2

)
.

(ii) Let x ∈ st
(
Iαβ2

)
∩ l2∞. Since x ∈ l2∞, we can write, for all (i, j) ∈

N2
0, that |xij − L| < |xij |+ |L| = K.Then

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|)

=
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij−L|<ε

F (|xij − L|)

+
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

|xij−L|≥ε

F (|xij − L|)

≤ F (ε) + F (K)
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

χS(x−Le;ε) (i, j) .
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Thanks to continuity of F and since F (0) = 0, we get x ∈ w
(
Iαβ2 , F

)
.

Corollary 2.10. Let F be an Orlicz function. Then

st
(
Iαβ2

)
∩ l2∞ = w

(
Iαβ2 , F

)
∩ l2∞.

Wewill proceed with the definition that follows, providing us with a new
sequence space:

Definition 2.11. Let F be an Orlicz function. We introduce the following
double sequence space

st
(
Iαβ2 , F

)
=

x = (xij) :

(m,n) ∈ N2
:

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣×∣∣∣{(i, j) , i ∈ D
α1β1
m and j ∈ D

α2β2
n : F (|xij − L|) ≥ ε

}∣∣∣ ≥ δ
}

∈ I2

}
.

If x ∈ st
(
Iαβ2 , F

)
we say that x is I2−αβ-statistically convergent with

respect to an Orlicz function F. Also, we denote this limit by st
(
Iαβ2

)
−

F − lim
i,j
xij = L.

In view of the above definition, we obtain the following propositions:

Proposition 2.12. If x ∈ st
(
Iαβ2 , F

)
, then the limit of x is uniquely deter-

mined.

Proposition 2.13. Let x = (xij) and y = (yij) be two double sequences.
If st

(
Iαβ2 , F

)
− lim

i,j
xij = L1 and st

(
Iαβ2 , F

)
− lim

i,j
yij = L2, then the

following statements hold:

(i) st
(
Iαβ2 , F

)
− lim

i,j
(xij + yij) = L1 + L2,

(ii) st
(
Iαβ2 , F

)
− lim

i,j
cxij = cL1, (c ∈ R) .

Then, we introduce the following theorem.

Theorem 2.14. Let F be an Orlicz function. Then, we have
w
(
Iαβ2 , F

)
⊆ st

(
Iαβ2 , F

)
.Also, st

(
Iαβ2 , F

)
∩ l2∞ (F ) ⊆ w

(
Iαβ2 , F

)
∩ l2∞ (F )

for an Orlicz function which satisfies the42-condition where

l2∞ (F ) :=
{
x = (xij) : ∃K > 0, ∀ (i, j) ∈ N2, F (|xij |) ≤ K

}
.
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Proof. Let x ∈ w
(
Iαβ2 , F

)
. For every ε > 0, we have

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|)

≥ 1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij−L|)≥ε

F (|xij − L|)

≥ ε
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
χS(x−Le;ε) (i, j)

)
,

this implies that x ∈ st
(
Iαβ2 , F

)
.Thereforew

(
Iαβ2 , F

)
⊆ st

(
Iαβ2 , F

)
.

Now, let x ∈ st
(
Iαβ2 , F

)
∩ l2∞ (F ) . Since x ∈ l2∞ (F ) and also, from

the convexity of F and the42-condition, we can write, for all (i, j) ∈ N2
0,

that

F (|xij − L|) < 1

2
F (2 |xij |) +

1

2
F (2 |L|) ≤ 1

2
H1F (|xij |) +

1

2
H2F (|L|)

≤ 1

2
{H1K +H2F (|L|)} .

Then
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F (|xij − L|)

=
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F(|xij−L|)<ε

F (|xij − L|)

+
1∣∣∣Dα1β1

m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F(|xij−L|)≥ε

F (|xij − L|)

≤ ε+
1

2
{H1K +H2F (|L|)}

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∑

i∈Dα1β1
m

∑
j∈Dα2β2

n

F
(
χS(x−Le;ε) (i, j)

)
,

which yields x ∈ w
(
Iαβ2 , F

)
.

We will now investigate the relationship between αβ-statistical conver-
gence and I2−αβ-statistical convergence with respect to anOrlicz function
for double sequences.
Theorem 2.15. Let F : R → R be an Orlicz function. For any double
sequence (xij) , stαβ2 −F−lim

i,j
xij = L implies st

(
Iαβ2

)
−F−lim

i,j
xij = L.
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Proof. Let stαβ2 − F − lim
i,j
xij = L.Then for every ε > 0,

P− lim
m,n

1∣∣∣Dα1β1
m

∣∣∣ ∣∣∣Dα2β2
n

∣∣∣
∣∣∣{(i, j) , i ∈ D

α1β1
m and j ∈ D

α2β2
n : F (|xij − L|) ≥ ε

}∣∣∣ = 0.

Hence for every ε > 0 and δ > 0,
(m,n) ∈ N2 :

1∣∣∣∣Dα1β1
m

∣∣∣∣ ∣∣∣∣Dα2β2
n

∣∣∣∣
∣∣∣∣{(i, j) , i ∈ D

α1β1
m and j ∈ D

α2β2
n : F

(∣∣∣xij − L
∣∣∣) ≥ ε

}∣∣∣∣ ≥ δ


is a finite set and therefore belongs to I2, as I2 is a strongly admissible ideal.
Thus, st

(
Iαβ2

)
− F − lim

i,j
xij = L.

3 Concluding Remarks
Asmentioned earlier in this paper, if the convexity condition of Orlicz func-
tion F is replaced by F (x+ y) ≤ F (x)+F (y) , then F is called a modu-
lus function (see, [23]). Hence, with considering slight modification in the
proofs, it can be easily find that

st
(
Iαβ2 , F

)
∩ l2∞ = w

(
Iαβ2 , f

)
∩ l2∞,

where f is the modulus function. Let F be an Orlicz and f be a modulus
function. Then

w
(
Iαβ2 , f

)
∩ l2∞ = w

(
Iαβ2 , F

)
∩ l2∞.
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Abstract

We consider an inverse problem for a kinetic equation with a scat-
tering term. We present existence and uniqueness theorems for the
problem. Kinetic equations are used to describe time evolution of
many-body systems and frequently arise in plasma physics and as-
trophysics. Physical interpretation of these inverse problems includes
finding scattering indicatrices, forces of particle interaction and radi-
ation sources. In this work, we also find approximate solution to the
problem via a hybrid algorithm that is based on the finite difference
method and trapezoidal rule. We give some computational examples
to compare the exact and approximate solutions. In the both theoret-
ical and numerical parts of our study, the main idea is to reduce the
inverse problem to a direct problem of Dirichlet type for a third-order
partial differential equation and then to represent the solution by us-
ing Galerkin approximation.
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1 Introduction
Thekinetic theory constitutes a theoretical framework utilized to predict the
macroscopic behavior ofmany-body systems. This framework examines the
microscopic movements of atoms, molecules, or other particles to explane
the macroscopic properties of materials, such as gases, liquids, and solids.

Kinetic equations are encountered in various fields, such as medical di-
agnosis and imaging [1, 2], plasma physics [3, 4], thermodynamics [5], en-
vironmental science and astrophysics [6], systems biology [7, 8], fluid me-
chanics and turbulence [9], and traffic flow [10, 11].

Inverse problems related to these equations involve determination of
some physical parameters such as forces of particle interaction, radiation
sources and scattering indicatrices. Different inverse problems regarding
kinetic equations and their solvability are examined in [1, 12]. The problems
involving time-independent kinetic and transport equationswere solved nu-
merically in [13, 14, 15, 16, 17]. In the time-dependent case, an approximate
solution was obtained in [18] by means of symbolic computation which
grounds on the method of Galerkin. The uniqueness and stability theo-
rems on the basis of the Carleman estimate were obtained in [19, 20, 21].
On the other hand, numerical algorithms for various inverse problems are
presented in [22, 23, 24].

Themain goal of this paper is to solve numerically an inverse problem for
a non-stationary kinetic equation with a scattering term by using the finite
difference and trapezoidal methods.

2 Preliminaries
In this study, we consider the one-dimensional non-stationary kinetic equa-
tion:

Lu(x, v, t) ≡ ∂u

∂t
+
∂H

∂v

∂u

∂x
− ∂u

∂v

∂H

∂x
+ I(u) = λ(x, v, t), (2.1)

I(u) =

∫
G

Φ(x, v, t, v′)u(x, v′, t)dv′,

in the domainQ = { (x, v, t)| x ∈ D ⊂ R, v ∈ G ⊂ R, t ∈ (0, T )} .
In practical applications, the unknown function u denotes the density of

distribution of the particles;H is the Hamiltonian function;Φ is a scattering
phase function and unknown function λ characterizes the sources.

In this paper, we investigate the following problem:
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Problem 2.1. Given equation (2.1), with the right-hand side λ satisfying the
differential equation

L̂λ ≡ ∂2λ

∂v∂x
= 0, (2.2)

find the unknown functions u and λ provided that

u|∂Q = u0, (2.3)

where ∂Q denotes the boundary of the domainQ.
Theorem 2.4. Let the functions H(x, v, t) ∈ C2

(
Q
)
and Φ(x, v, t, v′) ∈

C1
(
Q×G

)
be provided. Suppose that the inequalities:

∂2H

∂v2
≥ ξ1,

∂2H

∂x2
≤ −ξ2, (2.5)

ξ1 − 1 > 0, ξ2 − ξ3 > 0 (2.6)

hold for all (x, v, t) ∈ Q , where ξ1, ξ2 are positive numbers,

ξ3 = C

 max
x∈D, t∈(0,T )

∫
G

∫
G

(
∂Φ

∂vj

)2

dv
′
dv


and C is a constant stems from the inequality of Steklov. Then, Problem 2.1
has no more than one solution (u, λ), where u ∈ C2

(
Q
)
, λ ∈ C2 (Q).

We introduce a set C̃3
0 (Q) =

{
φ : φ ∈ C3 (Q) , φ|∂Q = 0

}
. More-

over, setting Au = L̂Lu, we define Υ(A) as a set of functions u which
satisfies the following two properties:

i Au ∈ L2 (Q) for u ∈ Υ(A).

ii There is a sequence {uk} ⊂ C̃3
0 such that uk → u in L2 (Q) and

〈Auk, uk〉 → 〈Au, u〉 as k → ∞.

AlthoughTheorem 2.4 is proven by the same way as in [1], for the com-
pleteness of the paper we provide the proof here.

Proof. Suppose that the pair of functions (u, λ) is a solution to Problem 2.1
such that u|∂Q = 0 and u ∈ Υ(A). From (2.1) and (2.2), it is clear that
Au = 0. Moreover by the definition of the set Υ(A) there is a sequence
{uk} ⊂ C̃3

0 such that uk → u in L2 (Q) and 〈Auk, uk〉 → 〈Au, u〉 as
k → ∞. Observing that uk|∂Q = 0, we have:

∂u

∂x

∂λ

∂v
=

∂

∂x

(
u
∂λ

∂v

)
. (2.7)
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On the other hand, we can write:

(2.8)

2∂u∂x

[
∂
∂v

(
∂u
∂t +

∂H
∂v

∂u
∂x − ∂u

∂v
∂H
∂x +

∫
G

Φ(x, v, t, v′)u(x, v′, t)dv

)]
= ∂2H

∂v2

(
∂u
∂x

)2 − ∂2H
∂x2

(
∂u
∂v

)2
+ ∂

∂v

[
∂u
∂x

(
∂H
∂v

∂u
∂x − ∂H

∂x
∂u
∂v

)]
+ ∂
∂x

(
∂H
∂x

(
∂u
∂v

)2)− ∂
∂v

(
∂H
∂x

∂u
∂x

∂u
∂v

)
+ ∂

∂t

(
∂u
∂x

∂u
∂v

)
+ ∂

∂v

(
∂u
∂x

∂u
∂t

)
− ∂
∂x

(
∂u
∂v

∂u
∂t

)
+ 2∂u∂x

∂
∂v

(∫
G

Φ(x, v, t, v′)u(x, v′, t)dv

)
= 2 ∂

∂x

(
u∂λ∂v

)
.

By (2.7) and (2.8), we get

(2.9)∫
Q

(
∂2H

∂v2

(
∂u

∂x

)2

− ∂2H

∂x2

(
∂u

∂v

)2
)
dQ

+2
∂u

∂x

∂

∂v

∫
G

Φ(x, v, t, v′)u(x, v′, t)dv

 dQ

= 2

∫
Q

∂

∂x

(
u
∂λ

∂v

)
dQ = 0.

Next, we evaluate the second term on the left hand side of equality (2.9):

(2.10)

2
∫
Q

(
∂u
∂x

∫
G

∂Φ
∂v udv

′
)
dQ ≥ −

∫
Q

((
∂u
∂x

)2
+

(∫
G

∂Φ
∂v udv

′
)2
)
dQ

≥ −
∫
Q

(
∂u
∂x

)2
dQ−

∫
D

∫
G

T∫
0

(∫
G

(
∂Φ
∂v

)2
dv′
)(∫

G

(u)
2
dv′
)
dvdxdt

≥ −
∫
Q

(
∂u
∂x

)2
dQ−

∫
D

T∫
0

(∫
G

(u(x, v′, t))
2
dv′
)
β(x, t)dxdt,

where

β(x, t) =

∫
G

∫
G

(
∂Φ

∂v

)2

dv′dv. (2.11)

In (2.10), we use the inequality 2ab ≥ −a2−b2,Cauchy-Schwartz inequality
and Fubini Theorem, respectively. By using the Steklov inequality, we have

−
∫
D

T∫
0

(∫
G

(u)2 dv′

)
β(x, t)dxdt ≥ −C

(
max

x∈D, t∈(0,T )
β(x, t)

)∫
Q

(
∂u
∂v

)2
dQ
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and

2

∫
Q

∂u

∂x

∫
G

∂Φ

∂v
udv

′

 dQ ≥ −
∫
Q

(
∂u

∂x

)2

dQ− α3

∫
Q

(
∂u

∂v

)2

dQ, (2.12)

where ξ3 = C

(
max

x∈D, t∈(0,T )
β(x, t)

)
. Thus, using (2.12) and condition

(2.5) in equality (2.9) we have∫
Q

(
∂2H

∂v2

(
∂u

∂x

)2

− ∂2H

∂x2

(
∂u

∂v

)2
)
dQ

+2

∫
Q

∂u
∂x

∫
G

∂

∂v
(Φ (x, v, t, v′)u(x, v′, t)dv)

 dQ

≥ (ξ1 − 1)

∫
Q

(
∂u

∂x

)2

dQ+ (ξ2 − ξ3)

∫
Q

(
∂u

∂v

)2

dQ ≤ 0.

Therefore, by (2.6) we have ∂u
∂x = ∂u

∂v = 0. Taking into account the defini-
tion ofΥ(A)we can write

∫
Q
|∇u|2 dQ ≤ 0, which implies that u = 0 inQ

because of the boundary condition u|∂Q = 0. Then, by Eq. (2.1), we obtain
λ = 0. Thus the proof of Theorem 2.4 is completed.

In order to prove the existence of the solution of Problem 2.1, we shall
use the Galerkin method and therefore we deal with the following problem:

Problem 2.2. Find the pair of functions (u, λ) from the following relations:

Lu = λ(x, v, t) + F, (2.13)

u|∂Q = 0 (2.14)

provided that F ∈ H2(Q).

Theorem 2.15. Based on the hypothesis presented inTheorem 2.4, there ex-
ists a solution (u, λ) to Problem 2.2 inH1(Q)× L2(Q).

Theorem 2.15 can be proven by the same way as in[1], (Theorem 1.1.2).

3 Numerical Solution of Problem 1
In this section, we present a method to solve Problem 1 numerically. For
this aim, the operator L̂ is applied to the both sides of equation (2.13), then
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we have:

(3.1)
utxv + uxvxHv − uvvxHx + uxxHvv − uvvHxx + uxHvvx

−uvHxvx +

∫
G

Φxvudv
′ +

∫
G

Φvuxdv
′ = L̂F.

Employing the finite difference formulas and trapezoidal rule in (3.1), we
obtain

(3.2)
(−a2 + a1) ũ

n
j−1,k−1 + (2a2 − a3 + a5) ũ

n
j,k−1 + (−a1 − a2) ũ

n
j+1,k−1

+(−2a1 + a4 − a6) ũ
n
j−1,k + (−2a4 + 2a3) ũ

n
j,k + (a2 − a1) ũ

n
j+1,k+1

+(−2a1 + a4 − a6) ũ
n
j−1,k + (−2a4 + 2a3) ũ

n
j,k + (a2 − a1) ũ

n
j+1,k+1

+(a7)(ũ
n+1
j+1,k+1 − ũ

n+1
j−1,k+1 − ũ

n+1
j+1,k−1 + ũ

n+1
j−1,k−1 − ũ

n−1
j+1,k+1

+ũ
n−1
j−1,k+1 + ũ

n−1
j+1,k−1 − ũ

n−1
j−1,k−1) + a10 + a11 +

K+1∑
k=1

a8
(
ũ
n
j,k

)

+

K+1∑
k=1

a9(ũ
n
j+1,k − ũ

n
j−1,k) = F

n
j,k ,

j = 1, J, k = 1, K, n = 1, N ,

where

a1 =
(Hx)

n
j,k

2 (∆x) (∆v)2
, a2 =

(Hv)
n
j,k

2 (∆x)2 (∆v)
, a3 =

(Hxx)
n
j,k

(∆v)2
,

a4 =
(Hvv)

n
j,k

(∆x)2
, a5 =

(Hvxx)
n
j,k

2∆v
, a6 =

(Hvvx)
n
j,k

2∆x
,

a7 =
1

8 (∆x) (∆v) (∆t)
, a8 =

Φxv

∆v
, a9 =

Φv

2∆v
,

a10 =
∆v

2
(Φxv(x, v, t, c) × u(x, c, t) + Φxv(x, v, t, d) × u(x, d, t)) ,

a11 =
∆v

2
(Φv(x, v, t, c) × ux(x, c, t) + Φv(x, v, t, d) × ux(x, d, t)) .

By (2.3), we have discrete version of boundary condition

(3.3)
ũn0,k = u(a, vk, tn), ũnJ+1,k = u(b, vk, tn), ũnj,0 = u(xj , c, tn),

ũnj,K+1 = u(xj , d, tn), ũ0j,k = u(xj , vk, 0), ũN+1
j,k = u(xj , vk, T ),

j = 0, J + 1, k = 0,K + 1, n = 0, N + 1,

where we define the step sizes ∆x = b−a
J+1 , ∆v = d−c

K+1 and ∆t = T
N+1

for positive integers J ,K , and N in the directions x, v, and t, respectively.
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In (3.2) and (3.3), the notations ũnj,k, hnj,k, φnj,k indicate the finite difference
approximation to the functions u(xj , vk, tn) = u(a+j∆x, c+k∆v, n∆t),
H(xj , vk, tn) = H(a + j∆x, c + k∆v, n∆t) and Φ(xj , vk, tn, v

′
k) =

Φ(a+ j∆x, c+ k∆v, n∆t, c+ k∆v), respectively.
We can write (3.2) and (3.3) in the following matrix form:

Ãũ = F. (3.4)

Here the block tridiagonal banded matrix Ã is given by

Ã =



P(1) R(1) 0 · · · 0

S(2) P(2) R(2) . . .
...

0 S(3) . . . . . . 0
...

. . . . . . . . . R(J−1)

0c . . . 0 S(J) P(J)


JKN×JKN

,

where

P(j)
=



P
(j,1)
1 P

(j,1)
2 P

(j,1)
4 · · · P

(j,1)
4 P

(j,1)
4

P
(j,2)
3 P

(j,2)
1 P

(j,2)
2 P

(j,2)
4

. . .
...

P
(j,3)
4 P

(j,3)
3

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . P
(j,K−2)
4

P
(j,K−1)
4 · · · P

(j,K−1)
4

. . .
. . . P

(j,K−1)
2

P
(j,K)
4 · · · · · · P

(j,K)
4 P

(j,K)
3 P

(j,K)
1


KN×KN

,

j = 1, J,

R(j)
=



R
(j,1)
1 R

(j,1)
2 R

(j,1)
4 · · · R

(j,1)
4 R

(j,1)
4

R
(j,2)
3 R

(j,2)
1 R

(j,2)
2 R

(j,2)
4

. . .
...

R
(j,3)
4 R

(j,3)
3

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . R
(j,K−2)
4

R
(j,K−1)
4 · · · R

(j,K−1)
4

. . .
. . . R

(j,K−1)
2

R
(j,K)
4 · · · · · · R

(j,K)
4 R

(j,K)
3 R

(j,K)
1


KN×KN

,

j = 1, J − 1,
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S(j)
=



S
(j,1)
1 S

(j,1)
2 S

(j,1)
4 · · · S

(j,1)
4 S

(j,1)
4

S
(j,2)
3 S

(j,2)
1 S

(j,2)
2 S

(j,2)
4

. . .
...

S
(j,3)
4 S

(j,3)
3

. . .
. . .

. . .
...

...
. . .

. . .
. . .

. . . S
(j,K−2)
4

S
(j,K−1)
4 · · · S

(j,K−1)
4

. . .
. . . S

(j,K−1)
2

S
(j,K)
4 · · · · · · S

(j,K)
4 S

(j,K)
3 S

(j,K)
1


KN×KN

,

j = 2, J,

and

P
(j,k)
m =


fm(j, k) 0 · · · 0

0 fm(j, k)
. . .

...
...

. . .
. . . 0

0 · · · 0 fm(j, k)


N×N

,

R
(j,k)
m =



gm(j, k) −µa7 0 · · · 0

µa7 gm(j, k)
. . .

. . .
...

0
. . .

. . .
. . . 0

...
. . .

. . .
. . . −µa7

0 · · · 0 µa7 gm(j, k)


N×N

,

S
(j,k)
m =



hm(j, k) µa7 0 · · · 0

−µa7 hm(j, k)
. . .

. . .
...

0
. . .

. . .
. . . 0

...
. . .

. . .
. . . µa7

0 · · · 0 −µa7 hm(j, k)


N×N

,

µ =
(−1)(m+1)(m− 1)

(m− 1)!
,m = 1, 2, 3 , k = 1, K

P
(j,k)
4 =


a8(j, k) 0 · · · 0

0 a8(j, k)
. . .

...
...

. . .
. . . 0

0 · · · 0 a8(j, k)


N×N

,

R
(j,k)
4 =


a9(j, k) 0 · · · 0

0 a9(j, k)
. . .

...
...

. . .
. . . 0

0 · · · 0 a9(j, k)


N×N

,
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S
(j,k)
4 =


−a9(j, k) 0 · · · 0

0 −a9(j, k)
. . .

...
...

. . .
. . . 0

0 · · · 0 −a9(j, k)


N×N

,

and f1(j, k) = −2a4+2a3+a8, f2(j, k) = −2a2−a3−a5+a8, f3(j, k) =
2a2−a3+a5+a8, g1(j, k) = −2a1+a4−a6−a9, g2(j, k) = a1+a2−a9,
g3(j, k) = a1 − a2 − a9, h1(j, k) = 2a1 + a4 + a6 + a9, h2(j, k) =
−a1 + a2 + a9, h3(j, k) = −a1 − a2 + a9. By solving (3.4), we obtain the
approximate solution vector

ũ =
[
ũ1
1,1, ũ

2
1,1,, ..., ũ

N
1,1, ũ

1
1,2, ũ

2
1,2, ..., ũ

N
1,2, ..., ũ

1
1,K , ũ

2
1,K , ..., ũ

N
1,K , ..., ũ

N
J,K

]T
of Problem 2.1 at JKN mesh points ofQ.

Numerical solution for λ can be obtained using the approximate values
ũnj,k from the difference equation

ũn+1
j,k − ũn−1

j,k

2∆t
+ a2

ũnj+1,k − ũnj−1,k

2∆x
− a1

ũnj,k+1 + ũnj,k−1

2∆v
(3.5)

+a12 + (∆v)

K+1∑
k=1

(
Φnj,k

) (
ũnj,k

)
= λ̃nj,k,

which is a discrete form of (2.13) for j = 1, J ; k = 1,K; n = 1, N. In
(3.5),

a12 =
∆v

2
(Φ(x, v, t, c)× u(x, c, t) + Φ(x, v, t, d)× u(x, d, t)) (3.6)

and λ̃nj,k is the approximation to the unknown source functionλ(xj , vk, tn) =
λ(a+ j∆x, c+ k∆v, n∆t).

4 Numerical Experiments
The solution algorithm introduced above has been implemented and ana-
lyzed on various inverse source problems for kinetic equations. Some of
the examples are demonstrated below. The figures we provided shows the
relation between analytical and numerical solutions.

Example 4.1. Determine (u, λ) in the domainQ = (2, 3)× (0, 2)× (4, 7)
from relations (2.13) and (2.14) provided that

Φ(x, v, t, s) = ev−s, H (x, v, t) = lnx+ v
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F =
1

x2(t− 3)

(
−98v3x3 + 49v4x3 + 28tv3x3 − 14tv4x3 + t2v4x3

−2t2v3x3 + 448tv3x− 224tv4x− 1568v3x+ 784v4x− 32t2v3x

+16t2v4x+ 1176v3 − 588v4 + 24t2v3 − 12t2v4 − 336tv3 + 168tv4
)

− ln(t− 3)

x3
(
−2058v2x2 − 224v4x2 − 353.46x2ev − 42t2v2x2

+28t2v3x2 − 7.2135t2x2ev + 588tv2x2 − 456tv3x2 + 32tv4x2

+100.98tx2ev + 4704v2x− 1904v3x− 616v4x+ 265.09xev

+96t2v2x− 32t2v3x− 16t2v4x+ 5.41t2xev − 1344tv2x+ 496tv3x

+200tv4x− 75.74txev + 1820v3 − 3528v2 + 1176v4 − 72t2v2

+24t2v4 + 1008tv2 − 336tv4
)
+ x ln(t− 3)

(
−22.0915ev + 28v3

−14v4 − 0.45t2ev − 4tv3 + 2tv4 + 6.31tev
)
.

Here, the analytical solution of the problem is

u (x, v, t) = v3(x− 3)(v − 2)(
2

x
− 1)2(t− 7)2 ln(t− 3),

λ (x, v, t) = (
1

(t− 3)
)(14t2v3 − 196tv3 + 686v3 − 7t2v4 + 98tv4 − 343v4)

+ ln(t− 3)(294v2 − 490v3 + 147v4 + 6t2v2 − 6t2v3 + t2v4

−84tv2 + 112tv3) + 28tv4 + ev(−4116− 84t2 + 1176t

+31556e(−2) − 9016te(−2) + 644t2v).

The exact and approximate solution for Example 4.1 are provided in the fol-
lowing figures:
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Figure 14: (a) Numerical solution, (b) Exact solution for u at t = 5
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Figure 15: Exact and approximate solutions for u: (a) varying x;(b) varying v
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Figure 16: (a) Numerical solution and (b) Exact solution for λ at t = 5

Example 4.2. Let us consider the problem of finding (u, λ) defined inQ =
(−5, 3) × (0, 3) × (0, 7) that satisfies relations (2.13) and (2.14) with the
provided functions

Φ(x, v, t, s) = s+ t, H (x, v, t) = −x2

and

F = 408tvx− 14v2x+ 21vx2 + 4t2vx3 + 4tv2x− 62tvx2 − 7v2x2

−28tvx3 + 8t2vx2 − 60t2vx+ 2tv2x2 + 42vx.
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The analytical solution of the problem:

λ (x, v, t) = −9t3x− 6t2x3 − 30tv2 + 90tv + 42tx3 + 105v2

−315v + (51t2x2 − 1485t2 + 525tx2 − 2835t)/4

−(9t3x2 − 135t3 − 279t2x+ 1071tx)/2,

u (x, v, t) = (x2 + 2x− 15)(v2 − 3v)(t2 − 7t).

By the proposed method, the following numerical results are obtained for
(u, λ):
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Figure 17: (a) Numerical solution and (b) Exact solution for u at t = 4
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Figure 18: ; Exact and approximate solutions for u: (a) varying x; (b) varying v
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Figure 19: (a) Numerical solution, (b) Exact solution for λ at t = 4
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Figure 20: Approximate and exact solutions for λ: (a) varying x; (b) varying v

Example 4.3. Find u and λ defined in Q = (1, 4) × (0, 1) × (0, 5) that
satisfies (2.13) and (2.14) with the provided functions

Φ(x, v, t, s) = xv(s+ t),H (x, v, t) = −x2 (4.4)

and

F = −(v sin(πx)(2x − 2)(v − 19.58x+ 4.75tx+ 3t (1.09t)− 0.16t2x

+3t
(
4.49v + 19.58x− 4.49− 1.09tv − 4.75tx+ 0.16t2x− 1

)
.

Here, we know that the solution of this problem is

u (x, v, t) = v(v − 1)(t− 5)(3t − 1)(2x − 2) sin(xπ),
λ (x, v, t) = x sin(πx)

(
20− 4t+ 3t (4t− 20) +

(
2x + 2x3t+

)
(2t− 10)

)
.

In the following graphs, we present a comparisons of the exact and nu-
merical solution for (u, λ):
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Figure 21: Approximate and exact solutions for u at t = 3
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Figure 22: Numerical and exact solutions for u at all points
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Figure 23: Approximate and exact solutions for λ at t = 3
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Figure 24: (a) Calculated solution, (b) exact solution for λ at all points

5 Conclusion

As a result, numerical experiments demonstrated that the proposedmethod
offers effective and reliable numerical solutions for inverse problems involv-
ing the general kinetic equation. Notably, the method employed to inves-
tigate the existence and uniqueness of solution to Problem 2.1 paves a way
for creating a computational method to get an approximate solution to the
problem. Namely, applying the operator L̂, Problem 2.1 is replaced with
a Dirichlet Problem for a third order partial differential equation. Then,
the approximate values are obtained by a combination of finite difference
method and trapezoidal rule. This study provides the opportunity to study
on different problems because it is applicable to both forward problems in-
volving third-order partial differential equations and related inverse prob-
lems.
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11. TWO WEIGHTED INEQUALITIES
FOR RIESZ POTENTIALS IN

GENERALIZED WEIGHTED MORREY
SPACE
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Abstract
In this paper, the definition of Morrey space Lp,λ and general-

ized weighted Morrey space Mp,φ
ω , where ω weights belong to the

Fefferman-Pong class, will be given. Then, a theorem will be given
with the definition of the Hardy operator. Afterwards, two weighted
inequalities will be obtained for Riesz potential Iα. Finally, with the
help of the obtained inequality, it will be proven that the bounded-
ness of Riesz potential Iα from the spaces Mp,φ1

ω1
(Rn) to the spaces

Mq,φ2
ω2

(Rn).
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1 Introduction
Let 0 < α < n and f ∈ Lloc1 (Rn). Then the Riesz potential operator Iα is
defined by

Iαf(x) =

∫
Rn

|x− y|α−n f(y) dy.
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Iα Riesz potential is one of the basic tools of harmonic analysis used in the
solution of partial differential equations. Since 0 < α < n, Riesz poten-
tial operator Iα is a weak singular operator. The boundedness of this op-
erator in various function spaces have been studied by many mathemati-
cians. Some of these spaces are Morrey space Lp,λ, generalized Morrey
space Mp,φ, generalized weighted Morrey space Mp,φ

ω and global gener-
alized weighted Morrey space GMp,θ,φ,ω . The boundedness of the Riesz
potential in Morrey spaces was obtained by Adams in 1975 ([1]). In [5],
Guliyev obtained the boundedness of Riesz potential, maximal and singular
integral operators in generalized Morrey spaces. In 2012, Guliyev general-
ized both the generalized Morrey spaces and the weighted Morrey spaces
and defined the generalized weighted Morrey spaces (see [6]). The bound-
edness of the Riesz potential, singular and maximal operators in weighted
Lebesgue spaces mentioned in the definition of the generalized weighted
Morrey space was obtained by Muckenhoupt and Wheeden in [9] and also
by Coifman and Fefferman in [4]. The boundedness of the Riesz potential in
the generalized weightedMorrey spaces has been proven by Aykol, Hasanov
and Safarov in [2]. The boundedness of the Riesz potential in global general-
ized weightedMorrey spaces with the Fefferman-Pong weight class has been
proved by Aykol, Geleri, Hasanov and Safarov in [3].

In this paper, we give the definition of generalized weighted Morrey
spaces Mp,φ

ω , where ω weights belong to the Fefferman-Pong class. Then,
we obtain a two weighted inequality for Riesz potential Iα. We prove the
boundedness of Riesz potential Iα from the spacesMp,φ1

ω1
(Rn) to the spaces

Mq,φ2
ω2

(Rn) with the help of the obtained inequality.

Definition 1.1. Let 0 < λ < n, p ∈ [1,∞) and f ∈ Llocp (Rn). Then the
Morrey space Lp,λ is defined by

‖f‖Lp,λ(Rn) = sup
x∈Rn,r>0

r−
λ
p ‖f‖Lp(B(x,r))

= sup
x∈Rn,r>0

r−
λ
p

 ∫
B(x,r)

|f(y)|p dy


1
p

<∞.

Morrey spaceswere introduced byC.B.Morrey [8] in 1938 in connection
with certain problems in elliptic partial differential equations and calculus
of variations. Then, Morrey spaces found important applications to Navier-
Stokes and Schrödinger equations, elliptic problems with discontinuous co-
efficients and potential theory.

Definition 1.2. Let 1 ≤ p < ∞, φ be a positive measurable function on
Rn × (0,∞) and ω be a weight. We denote by the generalized weighted
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Morrey space Mp,φ
ω (Rn), the space of all functions f ∈ Llocp,ω(Rn) with

finite norm

‖f‖Mp,φ
ω (Rn) = sup

x∈Rn,r>0

1

r
n
pt′ φ(r)‖ω‖Lpt(B(x,r))

‖f‖Lp,ω(B(x,r)),

where f ∈ Lp,ω(B(x, r)) denotes the weighted Lp-space of measurable
functions f for which

‖f‖Lp,ω(B(x,r)) ≡ ‖fχ(B(x,r)
‖Lp,ω(Rn) =

(∫
(B(x,r)

|f(y)|pω(y)d(y)

) 1
p

.

Moreover, byWMp,φ
ω (Rn) we denote the weak generalized weighted Mor-

rey space of all functions f ∈WLlocp,ω(Rn) with finite norm

‖f‖WMp,φ
ω ((Rn) = sup

x∈Rn,r>0

1

r
n
pt′ φ(r)‖ω‖Lpt(B(x,r))

‖f‖WLp,ω(B(x,r)),

whereWLp,ω(B(x, r)) denotes the weak weightedLp-space of measurable
functions f for which

‖f‖WLp,ω((B(x,r)) ≡ ‖fχB(x,r)
‖WLp,ω(Rn)

= sup
t>0

t

(∫
y∈(B(x,r)):|f(y)|>t

|f(y)|pω(y)d(y)

) 1
p

.

Definition 1.3. Theweight functions (ω1, ω2) belong to the classAp,q(Rn)
for p, q ∈ [1,∞) and 1

p +
1
p′ = 1, if the following statement

sup
x∈Rn,r>0

|B(x, r)|
1
p
− 1
q
−1

 ∫
B(x,r)

ωq
2(y)dy


1
q
 ∫

B(x,r)

ω−p′

1 (y)dy


1
p′

<∞

is satisfied.

In this section, we give the definition of the Fefferman-Pong weight class
that we use in the proofs.

Definition1.4. [10]Theweight functions (ω1, ω2)belong to the classFp,q(Rn)
for 1 < p, q, t <∞, if the following statement

sup
x∈Rn,r>0

|B(x, r)|
α
n− 1

p+
1
q−

1
qt−

1
p′t ‖ω2‖Lqt(B(x,r))

∥∥ω−1
1

∥∥
Lp′t(B(x,r))

<∞

is satisfied.
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Now we give the definition of the Hardy operator.

Definition 1.5. Let 0 < r <∞. Then the Hardy operatorH∗
w is defined by

H∗
wg(r) :=

∫ ∞

r

g(s)w(s)ds,

where w is a weight.

Theorem 1.6. [7] Let v1, v2 andw beweights on (0,∞) and v1(r)be bounded
outside a neighborhood of the origin. The inequality

ess sup
r>0

v2(r)H
∗
wg(r) ≤ Cess sup

r>0
v1(r)g(r)

holds for some C > 0 for all non-negative and non-decreasing g on (0,∞)
if and only if

B := sup
r>0

v2(r)

∫ ∞

r

w(τ)dτ

ess sup
τ<s<∞

v1(s)
<∞.

2 Two Weighted Inequalities for Riesz Potential
in Generalized Weighted Morrey Spaces

In this section we prove the boundedness of the Riesz potential operator
Iα from the spaces Mp,φ1

ω1
(Rn) to the spaces Mq,φ2

ω2
(Rn). First, we give

a theorem expressing two weighted boundedness of the Riesz potential Iα
from Lp,ω1

(Rn) to Lq,ω2
(Rn) .

Theorem 2.1. [10] Let 0 < α < n, 1 < p < n
α ,

1
p − 1

q = α
n and (ω1, ω2) ∈

Fp,q(Rn). Then the operator Iα is bounded from Lp,ω1(Rn) to Lq,ω2(Rn).
Theorem 2.2. Let 0 < α < n, 1 < p < n

α ,
1
p − 1

q = α
n and (ω1, ω2) ∈

Fp,q(Rn). Then there exists a constant C > 0 such that for an arbitrary
f ∈ Lp,ω1

(Rn) the inequality

∥Iαf∥Lq,ω2
(B(x,r)) ≤ Cr

n
qt′ ∥ω2∥Lqt(B(x,r))

∫ ∞

r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s
(2.3)

is hold.

Proof. We represent f as

f1(y) = f(y)χB(x,2r)(y) and f2(y) = f(y)χcB(x,2r)(y)
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and have
Iαf(x) = Iαf1(x) + Iαf2(x).

ByTheorem 2.1, we obtain

∥Iαf1∥Lq,ω2 (B(x,r)) ≤ ∥Iαf1∥Lq,ω2 (Rn) ≤ C ∥f1∥Lp,ω1 (Rn) = C ∥f∥Lp,ω1 (B(x,2r)) .

Then
‖Iαf1‖Lq,ω2

(B(x,r)) ≤ C ‖f‖Lp,ω1
(B(x,2r)) , (2.4)

where the constant C is independent of f.With the help of inequality (2.4)
we get

∥Iαf1∥Lq,ω2
(B(x,r)) ≤ Cr

n
qt′ ∥ω2∥Lqt(B(x,r))

∫ ∞

r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s
.

(2.5)
When |x− z| ≤ r and |z − y| ≥ 2r, we have

1

2
|z − y| ≤ |x− y| ≤ 3

2
|z − y| .

Therefore we get

|Iαf2(z)| ≤
∫

cB(x,2r)

|z − y|α−n |f(y)| dy ≤ C

∫
cB(x,2r)

|x− y|α−n |f(y)| dy.

Then we obtain
∫

cB(x,2r)

|x − y|α−n |f(y)| dy = C

∫
cB(x,2r)

|f(y)|


∞∫

|x−y|

s
α−n−1

ds

 dy

= C

∞∫
2r

s
α−n−1

 ∫
{y∈Rn:2r≤|x−y|≤s}

|f(y)| dy

 ds

≤ C

∞∫
r

s
α−n−1 ∥f∥Lp,ω1

(B(x,s))

∥∥∥ω−1
1

∥∥∥
L
p′ (B(x,s))

ds

≤ C

∞∫
r

s
α−n+ n

p′t′ −1
∥f∥Lp,ω1

(B(x,s))

∥∥∥ω−1
1

∥∥∥
L
p′t(B(x,s))

ds

≤ C

∞∫
r

s
α−n+ n

p′t′ −1−α+n
p

−n
q

+ n
p′t+

n
qt

∥f∥Lp,ω1 (B(x,s))

∥ω2∥Lqt(B(x,s))

ds

= C

∫ ∞

r
s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s
.

Hence

∥Iαf2∥Lq,ω2
(B(x,r)) ≤ C∥ω2∥Lq(B(x,r))

∫ ∞

r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s

≤ Cr
n
qt′ ∥ω2∥Lqt(B(x,r))

∫ ∞

r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s
.
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Then we have

∥Iαf2∥Lq,ω2
(B(x,r)) ≤ Cr

n
qt′ ∥ω2∥Lqt(B(x,r))

∫ ∞

r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s
. (2.6)

Therefore we get which together with (2.5) and (2.6) yields (2.3).

In the following theorem, we prove the boundedness of the Riesz poten-
tial operator Iα from the spacesMp,φ1

ω1
(Rn) to the spacesMq,φ2

ω2
(Rn). We

find conditions on the functionsφ1(r) andφ2(r) for the boundedness of Iα
fromMp,φ1

ω1
(Rn) toMq,φ2

ω2
(Rn).

Theorem 2.7. Let 0 < α < n, 1 < p < n
α ,

1
p = α

n + 1
q and (ω1, ω2) ∈

Fp,q(Rn). The functions φ1(r) and φ2(r) fulfil the condition

∞∫
r

s
− n
qt′

ess inf
s<r<∞

r
n
pt′ φ1(r) ‖ω1‖Lpt(B(x,r))

‖ω2‖Lqt(B(x,s))

ds

s
≤ Cφ2(r). (2.8)

Then the operator Iα is bounded fromMp,φ1
ω1

(Rn) toMq,φ2
ω2

(Rn).

Proof. Let f ∈ Mp,φ1
ω1

(Rn). From the definition of the norm of generalized
weighted Morrey space we write

∥Iαf∥Mq,φ2
ω2

(Rn)
= sup
x∈Rn,r>0

1

r
n
qt′ φ2(r) ∥ω2∥Lqt(B(x,r))

∥Iαf∥Lq,ω2
(B(x,r)) . (2.9)

We estimate ‖Iαf‖Mq,φ2
ω2

(Rn) in (1.1) by means of Theorem 2.2 and Theo-
rem1.6, ν2(r) = 1

φ2(r)
, ν1(r) =

1

r
n
pt′ φ1(r)∥ω1∥Lpt

, g(r) = ‖f‖Lp,ω1
(B(x,r))

and w(s) = s
− n
qt′ −1‖ω2‖−1

Lqt(B(x,s)) , with inequality (2.8) and we obtain

∥Iαf∥Mq,φ2
ω2

(Rn)
≤ C sup

x∈Rn,r>0

r

n
qt′ ∥ω2∥Lqt(B(x,r))

φ2(r)r

n
qt′ ∥ω2∥Lqt(B(x,r))

∞∫
r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s

= C sup
x∈Rn,r>0

1

φ2(r)

∞∫
r

s
− n
qt′

∥f∥Lp,ω1
(B(x,s))

∥ω2∥Lqt(B(x,s))

ds

s

≤ C sup
x∈Rn,r>0

1

r

n
pt′ φ1(r) ∥ω1∥Lpt(B(x,r))

∥f∥Lp,ω1 (B(x,r))

= C ∥f∥
Mp,φ1
ω1

(Rn)
.
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3 Conclusion
In this paper we prove the boundedness of Riesz potential Iα from the gen-
eralized weigthed Morrey spaces Mp,φ1

ω1
(Rn) to the generalized weigthed

Morrey spacesMq,φ2
ω2

(Rn), where ω weights belong to the Fefferman-Pong
class.
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12. HEALTH TESTS FOR
CRYPTOGRAPHIC RANDOM

NUMBER GENERATORS

Melis Aslan Ali Doğanaksoy Zülfükar Saygı
Fatih Sulak

Abstract
Random numbers have essential roles in cryptographic applica-

tions, they are used as keys, passwords, salts, nonce or system param-
eters in cryptographic algorithms and protocols. In general, these se-
quences are secret parts of the algorithmic process of cryptographic
algorithms and protocols. The security of the cryptographic systems
relies on the confidential components, as the algorithms are openly
accessible. For cryptographic applications, random numbers are pro-
duced using randomnumber generators (RNGs). There are some stan-
dards and guidelines for randomness, since designing and also validat-
ing RNGs are difficult. A RNG may be affected by outside conditions
such as temperature, humidity etc. Health tests are defined to detect
unexpected changes in the working process of a RNG. In this study,
existing health test suites are examined and a health test suite for cryp-
tographic RNGs is introduced.
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1 Introduction
In cryptography, random numbers have essential roles, they are used as key,
password, salt nonce or system parameters in cryptographic algorithms and
protocols. In general, these sequences are secret parts of the algorithmic pro-
cess of cryptographic algorithms and protocols. The security of the system
relies on the confidential components, as the algorithms are openly accessi-
ble.

In cryptographic contexts, random numbers are produced by random
number generators (RNGs), which are categorized into two types: true ran-
dom number generators (TRNGs) and pseudo-random number generators
(PRNGs). TRNGs produce sequences by capturing physical phenomena
that create entropy, such as radioactive decay, atmospheric noise, or elec-
tron movement. A TRNG is mainly composed of two components: a noise
source or entropy source and cryptographic post processing components.
Noise source extract randomness from a physical phenomena and crypto-
graphic post processing components are designed as deterministic mathe-
matical algorithms to increase statistical quality or randomness of the col-
lected data in the noise soruce. On the other hand, PRNGs are deterministic
algorithms and they extend seeds to long random-looking sequences.

Randomness of a sequence can be defined by three features; uniformity,
independence and unpredictability.

Definition 1.1. LetS be a sequence of lengthn, consisting of elements from
the finite set A = a1, a2, · · · , am. S is considered a random sequence if
the following criteria are met:

• Every element of A appears in S with a probability of 1
m .

• Each element of A is distributed in S uniformly.

• Each element of A is distributed in S independently.

If the outputs of RNGs do not satisfy these features, that can cause vul-
nerabilities. To detect such kind of defaults randomness tests are introduced.
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For evaluation of outputs of TRNGs and PRNGs for cryptographic purposes
statistical randomness tests are employed. In the literature, numerous ran-
domness tests and test suites are used to evaluate the outputs of RNGs, with
the most widely used being TESTU01[1], DIEHARD [2], DIEHARDER [3],
and NIST SP 800-22A[4]. Moreover, for evaluation of the the other compo-
nents of RNGsmainly physical components and entropy sources entropy es-
timation tests and health tests are employed, most widely suites constructed
for this purpose are NIST SP 800-90B[5], FIPS PUB 140-2 [6] and AIS-
20/AIS-31[8].

External factors such as temperature, electromagnetic interference, hu-
midity, or mechanical vibrations can impact the functioning of an RNG.
Health tests are designed to detect corruption and error in theworkingmech-
anism of the entropy source and give warnings about disruptions in the pro-
cess, simultaneously. For this reason, tests should be designed as algorithms
that provide fast results and have low time complexity. NIST SP 800-90B[5]
and FIPS PUB 140-2 [6] recommend some health tests and describe testing
process. Based on statistical randomness tests found in the literature, it is
possible to define health tests to be used for these purposes. In this study,
by using random variablesweight, run, runs of length 1 and overlapping tem-
plates we introduce an health test suite for cryptographic random number
generators.

Organization. Section 2 provides descriptions of health tests in litera-
ture. In section 3, proposed health test suite is introduced with some math-
ematical backgrounds of random variables. Section 4 presents experimental
results.

2 Literature

There are some standards and guidelines for randomness, they provide de-
signing principles of a RNG, statistical randomness test, entropy estimation
methods and health tests. NIST SP 800-90B[5] and FIPS PUB 140-2 [6] de-
scribe health tests for RNGs.

NISTSP800-90BRecommendation for the Entropy SourcesUsed for Ran-
dom Bit Generation[5] offers guidelines for the requirements of health tests
and introduces two approved health tests: the Repetition Count test and the
Adaptive Proportion test.
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1. Repetition Count Test: This test identifies failures where the noise
source produces the same output value over an extended period.

2. Adaptive Proportion Test:This test detects significant entropy loss
that may arise due to physical or environmental changes. The Adap-
tive Proportion test checks if a particular sample appears excessively
often by evaluating the frequency of the sample value within a se-
quence of noise source outputs.

FIPS PUB 140-2 Security Requirements for Cryptographic Modules[6]
outlines statistical randomness tests, for a cryptographic module containing
RNG. Consecutive 20, 000 bits of output of RNG is tested by the following
tests:

1. Monobit Test: X is defined as the weight of the sequence of length
20, 000. If 9, 725 < X < 10, 275 holds, then test is passed.

2. The Poker Test: The sequence of length 20, 000 is divided into 4-bit
non-overlapping subsequences. The number of all possible 4-bit tem-
plates is 16. For each 4-bit template, let f(i) denote the number of the
i template in the sequence for 0 ≤ i ≤ 15. Evaluate

X =
16

5000
(

15∑
i=0

[f(i)]2)− 5000

If 2.16 < X < 46.17 holds, test is passed.

3. The Runs Test: A run refers to the longest sequence of consecutive,
identical bits. For this tests, numbers of runs of the sequence of length
20, 000 are counted and stored according to their lengths. Test is
passed, if the numbers of runs are in the required intervals:

Length of Run Required Interval
1 2,343-2,657
2 1,135-1,365
3 542-708
4 251-373
5 111-201
6+ 111-201

4. TheLongRunTest: A run of length 26 ormore is defined as long run.
Test is passed, if there is no long run the sequence.
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These tests are examined and to increase the number of tests of health
test suitemathematical and statistical backgrounds of tests and randomvari-
ables are analyzed in details.

3 Proposed Health Tests
By preserving similar evaluation frameworks with existing methods, a basic
mathematical model of a health test suite is constructed with some selected
random variables. Health test suite is created to ensure that the entropy of
the random bit generator remains below the expected level during the oper-
ation, and to detect problems and faulty (mechanical or software) processes
that may occur in the mechanism. The basic evaluation principle of the de-
fined health test suite is to detect the subsequences that are at the extreme
limits in the distribution functions of the selected random variables and to
keep them under control.

Motivation: Let Ωn denote the set of all binary sequences of length n,
and X be a random variable, defined as X : Ωn → T where T is a finite
subset of non-negative integers. Assume that probability distribution func-
tion ofX as follows.

Figure 25: Probability distribution of random variableX

For a sequence S ∈ Ωn, let X(S) = k. For a specified significant
level α, if Pr(X = k) ∈ (0, α2 ) or Pr(X = k) ∈ (1 − α

2 , 1); that is,
k ∈ I = (x1, x2), the sequence S is considered at the extreme limits in the
probability distribution function of the random variableX .

This test suite is designed to detect such subsequences of the output of
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RNG, at the extreme limits in the probability distribution functions of the
random variablesweight, run, runs of length 1 and overlapping templates. For
each random variables, according to their probability distribution functions
and significance level of the statistical test suite, valid intervals are deter-
mined.

3.1 Test Description

Some definitions and parameters are given as:
S: Binary sequence
α: Significance level (False positive probability – the likelihood that a prop-
erly functioning noise source will incorrectly fail the test for a given output.)
W : Window size (Length of each subsequence)
k: Repetition number for each test
Ti: Random variable
Ii: Valid interval for the random variable Ti

Binary sequence S is divided into k non-overlapping subsequences of
lengthW -bit. If the length of the sequence is greater than k.W , remaining
terms will be omitted.

This test suite is constructed by seven random variables, to preserve the
significance level α for the total evaluation, totally significance levels αi of
each random variables can be evaluated by the following formula:

α = 1− (1− αi)
7

Since each random variable is employed k-times, to test subsequences
of S, for each repeated test significance levels β can be evaluated by the fol-
lowing formula:

αi = 1− (1− β)k

β determines the valid intervals Ii s for each test. According to proba-
bility distribution functions of random variables, for each random variable
valid intervals are determined. (This part contains some detailed calculation
processes.)

The sequence S is deemed to pass test i, if for each subsequence of S, Ti
is in the valid interval Ii. Algorithm of the test suite is as follows:
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Algorithm 1 Health Test Suite
INPUT: A binary sequence S

1: Divide S into subsequences si s
2: for i = 1 to 7 do
3: for j = 1 to k do
4: if Ti(sj) 6∈ Ii, ”test i failed” then
5: end if
6: end for
7: end for
8: “pass”

3.2 Random Variables
In this section, definitions, probability distribution functions and some use-
ful recursions of selected random variables used in the health test suite are
given. For definitions and mathematical details of random variables [7] is
used, more details of the random variables can be seen in [7].
Let Ωn be the set of all binary sequences of length n. For a binary sequence
S = (s1, s2, · · · , sn) of length n, where si ∈ {0, 1} for each i, a random
variable is defined as T : Ωn → T where T is a finite subset of non-negative
integers.

3.2.1 Weight

Weight is defined as the number of 1’s in the given sequence S:

T (S) =

n∑
i=1

si

For example; weight of the sequence S = (0111001010011010) is 9.
Probability Distribution Function:

Fn(k) = 2−n
k∑
i=0

(
n

i

)

Useful Recursions: Initial values:F1(0) = 1, F1(1) =
1

2
For n ≥ 2 and k = 0

Fn(0) =
1

2
Fn−1(0)
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For n ≥ 2 and k ≥ 1

Fn(k) =
1

2
[Fn−1(k) + Fn−1(k − 1)]

Whenever k ≥ n, Fn(k) = 1.

3.2.2 Number of Total Runs

A run is defined as consecutive identical bits of the sequence. The number
of total runs counts the runs of the given sequence S:

T (S) = Number of total runs of S

For example; the sequence S = (0111001010011010) has 11 runs: 0, 111,
00, 1, 0, 1, 00, 11, 0, 1 and 0.
Probability Distribution Function:

Fn(k) = 2−n+1
k∑
i=0

(
n− 1

i− 1

)
Useful Recursions: Initial values:F1(0) = 0, F1(1) = 1
For n ≥ 2 and k = 1

Fn(0) =
1

2
Fn−1(0)

For n ≥ 2 and k ≥ 2

Fn(k) =
1

2
[Fn−1(k) + Fn−1(k − 1)]

Whenever k ≥ n, Fn(k) = 1.

3.2.3 Number of Runs of Length-1

Number of runs of length-1 counts the number of length of 1 runs of the
given sequence.

T (S) = Number of runs of Length-1S

For example; the sequence S = (0111001010011010) has 11 runs: 0, 111,
00, 1, 0, 1, 00, 11, 0, 1 and 0 so the number of runs of length-1 is 7.
ProbabilityDistributionFunction: LetC1(n, k)be the number of sequences
of length n, containing k runs of length-1.

Fn(k) = 2−n+1
( n∑
i=1

C1(n− i, k)− C1(n− 1, k) + C1(n− 1, k − 1)
)
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Useful Recursions:

C1(n, k) = 2C1(n− 1, k)− C1(n− 1, k) + C1(n− 2, k)+

C1(n− 1, k − 1)− C1(n− 2, k − 1)

3.2.4 Overlapping Templates

This randomvariable counts the frequency of a predefined template of length
l in the overlapping l-bit divisions of the given sequence.

T (S) = Frequency of a predefined template in S

For example; in the sequence S = (0111001010011010) the template 11 of
length-2 is seen 3 times.
Probability Distribution Functions: For this test suite, templates of length
4 are utilized, and their probability distribution functions are defined based
on the overlapping structure of the templates as follows:
Let T (n, k) be the number of sequences of length nwith k overlapping sub-
strings of length 4.

0-overlapping templates: 0001, 0011, 0111, 1000, 1100, 1110.

T (n, 0) = 2T (n− 1, 0)− T (n− 4, 0)

T (n, k) =


0 if n < 4k

1 if n = 4k

2T (n− 1, k)− T (n− 4, k) + T (n− 4, k − 1) if n > 4k

1-overlapping templates: 0010, 0100, 1011, 1101, 0110, 1100.

T (n, 0) = 2T (n− 1, 0)− T (n− 3, 0) + T (n− 4, 0)

T (n, k) =



0 if n < 3k + 1

1 if n = 3k + 1

2T (n− 1, k)− T (n− 3, k)+

T (n− 4, k) + T (n− 3, k − 1)−
T (n− 4, k − 1) if n > 3k + 1

2-overlapping templates: 0101, 1010.

T (n, 0) = 2T (n− 1, 0)− T (n− 2, 0) + 2T (n− 3, 0)− T (n− 4, 0)
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T (n, k) =



0 if n < 2k + 2

1 if n = 2k + 2

2T (n− 1, k)− T (n− 2, k)+

2T (n− 3, k)− T (n− 4, k)+

T (n− 2, k − 1)− 2T (n− 3, k − 1)+

T (n− 4, k − 1) if n > 2k + 2

3-overlapping templates: : 0000, 1111.

T (n, 0) = T (n− 1, 0) + T (n− 2, 0) + T (n− 3, 0) + T (n− 4, 0)

T (n, k) =



0 if n < k + 3

1 if n = k + 3

T (n− 1, k) + T (n− 2, k)+

T (n− 3, k) + T (n− 4, k)+

T (n− 1, k − 1)− T (n− 2, k − 1)−
T (n− 3, k − 1)− T (n− 3, k − 1) if n > k + 3

Probabilities for each i-overlapping template can be evaluated by

Fn(k) =
T (n, k)

2n

To construct overlapping template tests, from each i-overlapping tem-
plate set a representative template is chosen instead of testing all possible
templates, and test is done with four selected templates.

4 Application
4.1 Experimental Parameters and Boundary Values
To describe an application of the health test suite parameters are chosen as
follows.
For the window size W = 1024 and repetition number k = 976, nearly
1 million bit of the sequence can be tested. If siginifance level of the test
suite is determined as α = 2−33, for each random variable critical values
are evaluated as:

α = 1− (1− αi)
7
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Then for each i, αi = 2−35. Since each random variable is employed 976-
times, for each repeated test significance levels β can be evaluated by the
following formula:

αi = 1− (1− β)976

Then β = 2−45. By using probability distribution functions or recursions
of them for each random variable, valid intervals are chosen as follows.

Random Variable Left Boundary Value Right Boundary Value Significance Level (≈)
Weight 445 602 2−45

Run 451 606 2−45

Runs of Length 1 175 353 2−45

1-Overlapping Template 0 109 2−45

2-Overlapping Template 0 121 2−45

3-Overlapping Template 0 133 2−45

4-Overlapping Template 0 180 2−45

Table 8: Health Tests Boundary Values for 1 million bit

4.2 Experimental Results
The following datasets were simulated for the experiments:

1. Uniform distribution without any known bias. AES-128 The se-
quences are generated by the block cipherAdvanced Encryption Stan-
dard (AES) [9] using the Cipher Block Chaining (CBC) mode. This
dataset contains 200 sequences of length 1 000 000. In these sequences,
all outputs are assumed to have an equal probability of occurring, and
are independent. Hence, they are assumed to be random.

2. Uniform distribution without any known bias. QUANTIS IDQ-
QUANTIS [10] is a true randomnumber generator, generationmech-
anism of IDQ-QUANTIS is based on quantum physics. To generate
sequences, there is no need for seed or input sequence. By using IDQ-
QUANTIS 200 binary sequences of length 1 000 000 are generated.
The device is validated for the highest standards of entropy and ran-
domness testing, and its outputs are presumed to be random.

3. Biased binary distribution with Pr(0)=0.7 and
Pr(1)=0.3. Thedataset follows a biased binary distribution, where the
probability of observing a 0 is 0.7, and the probability of observing a 1
is 0.3. To generate this dataset, 200 sequences of length 1 000 000were
generated. This data is generated using the randomnumber generator
Mersenne Twister (MT19937) in C++.
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4. Biased binary t-bit Duplication t-bit duplication is defined as copy-
ing consecutive t-bit non-overlapping blocks of the sequence to the
end of each block. This method doubles the length of sequence. Se-
quences of length 500 000 are produced by CBC-mode of AES-128.
Initial sequences are transformed with 128-bit, 256-bit and 100-bit
duplication. Three datasets are generated, each contains 200 binary
sequences of length 1 000 000.

Weight Run Run1 Temp0 Temp1 Temp2 Temp3

AES CBC pass 198 193 200 200 200 200 200
fail 2 7 0 0 0 0 0

QUANTIS pass 199 188 199 200 200 200 200
fail 1 12 1 0 0 0 0

Biased(pr(0)=0.7) pass 0 0 0 200 200 200 0
fail 200 200 200 0 0 0 200

128-dup pass 49 11 126 200 200 200 200
fail 151 189 74 0 0 0 0

256-dup pass 47 10 125 200 200 200 200
fail 153 190 75 0 0 0 0

100-dup pass 67 17 145 200 200 200 200
fail 133 183 55 0 0 0 0

Table 9: Health tests results for simulated data sets

Health tests are employed for each dataset and numbers of passes and
fails of each individual test are given in Table 2 4.2. Experimental results
show that nearly all sequences of uniformly distributed datasets generated by
AES-128 and IDQ-QUANTIS pass health tests as expected. The sequences
of dataset follows a biased binary distribution, with the probability of ob-
serving a 0 is 0.7, and the probability of observing a 1 is 0.3, mostly failed
from weight, run and runs of length-1 tests. Weight, run and runs of length-
1 tests detect the sequences of the dataset generated by t-bit duplication.
When evaluation powers of tests are compared, template tests can be seen
weaker to detect biased sequences thanWeight, run and runs of length-1 tests.

5 Conclusion
Secret keys, passwords, salt, nonce are important parts of cryptographic pro-
tocols, since the security of cryptographic protocols depends on their unpre-
dictability and randomness. That underlines the importance of generation
of random number sequences. In this study, health tests for are examined,
these are used to detect corruption and error in the working mechanism of
the entropy source of a RNGand givewarnings about disruptions in the pro-
cess. Existing methods are revisited and a basic model of health test suite is
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introduced with random variables weight, run, runs of length 1 and overlap-
ping templates.

References
[1] L’ecuyer, P., & Simard, R. (2007). TestU01: AC library for empirical test-

ing of random number generators. ACMTransactions onMathematical
Software (TOMS), 33(4), 1-40.

[2] Marsaglia, G. (1996). The marsaglia random number cdrom including
the diehard battery of tests of randomness.

[3] Brown, R. G. (2013). Dieharder: A random number test suite.

[4] Rukhin, A., & Soto, J., & Nechvatal, J., & Smid, M., & Barker, E., & Ste-
fan, M.L. (2001) Leigh,M. Vangel, D. Banks, A. Heckert, J. Dray, and
S. Vo, A statistical test suite for random and pseudo random number
generators for cryptographic applications. Technical Report.

[5] Turan, M. S., & Barker, E., & Kelsey, J., & McKay, K. A., & Baish, M. L.,
& Boyle, M. (2018). Recommendation for the entropy sources used for
random bit generation. NIST Special Publication, 800(90B), 102.

[6] Brown, K. H. (1994). Security requirements for cryptographic modules.
Fed. Inf. Process. Stand. Publ, 1-53.

[7] Koçak, O. (2016). A unified evaluation of statistical randomness tests
and experimental analysis of their relations.

[8] Killmann, W., Schindler, W. (2011). A proposal for: Functionality
classes for random number generators. ser. BDI, Bonn.

[9] Rijmen, V., & Daemen, J. (2001). Advanced encryption standard. Pro-
ceedings of federal information processing standards publications, na-
tional institute of standards and technology, 19, 22.

[10] https:www.idquantique.com/random-number-
generation/products/quantis-random-number-generator/

146



13. FINITE ELEMENT ANALYSIS AND
COMPARATIVE NUMERICAL
EXPERIMENTS OF LERAY-α,
NAVIER-STOKES-α AND
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Abstract

In this paper, we consider the semi-discrete forms of the Navier-
Stokes equations regularized by the Leray-α, NS-α and NS-ω turbu-
lence models, which play an important role in the field of fluid me-
chanics. The complexity and applicability of these models as well as
their mathematical foundations are investigated. In particular, the
validity and accuracy of the models are studied in detail by means
of extensive mathematical analysis. These analyses provided an in-
depth understanding of the basic principles of each model and pro-
vided important insights into whether themodels accurately represent
flow phenomena. Furthermore, in order to verify the practical ap-
plicability of the theoretical results obtained, numerical experiments
were carried out by transferring the algorithms to a computerized en-
vironment. These numerical experiments are designed to evaluate the
performance of the models in different flow structures. Thus, insights
were obtained on how effective the models are in solving real-world
flow problems and under which conditions they perform better. The
results of this study will be useful for engineers, applied mathemati-
cians and software vendors in developing better algorithms for nu-
merical simulations of turbulent flows. In addition, the results will
contribute to societal welfare in scientific and industrial applications,
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energy efficiency, polymeric material processing and biomedical de-
vice design.
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1 Introduction
Fluid flowproblems involve complex and nonlinear partial differential equa-
tions that rarely have analytical solutions, except for simple geometries. There-
fore, numerical models are crucial for approximating solutions and analyz-
ing fluid behavior in various scenarios.

The finite element method (FEM) breaks fluid problems into smaller,
manageable parts, representing each with simple mathematical expressions
and then combining these parts to model the overall fluid behavior. With
this approach, FEM can solve discretization problems in complex geome-
tries, model different physical processes and produce precise results [1, 2].
Therefore, FEM was chosen as the method.

Understanding incompressible and viscous fluid flows is essential in var-
ious fields. In engineering, it enhances aerodynamic and hydrodynamic per-
formance. In energy production, it improves fluid efficiency. In climate sci-
ence, it supports research on atmospheric and ocean circulation, crucial for
climate change studies, watermanagement, disaster prediction, and biotech-
nology. The Navier-Stokes equations (NSE), which describe the physics of
many scientifically and engineering important phenomena such as weather
forecasting [3], flow in canals and pipes [4], blood flow [5], and pollution
analysis [6], and express incompressible, viscous flows, are defined as fol-
lows:

yt − ν∆y + (y · ∇)y +∇p = f inQ,
∇ · y = 0 inQ,

y = 0 on(0, T )× ∂Ω,
y(0, x) = y0 inΩ,

(1.1)

Here Ω is a bounded and regular flow region defined in Rd(d = 2, 3) and
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Q = [0, T ]× Ω for T > 0. NSD deals with fluid dynamics in detail by cal-
culating the effects of fluid velocity (y), pressure (p), force (f ) and viscosity
(ν). Relative to viscosity, the Reynolds number (Re) provides insight into
the behavior of the flow. At high Re numbers (Re > 4000) the convective
term ((y · ∇)y) becomes dominant, leading to turbulent flow.

Turbulent flows, characterized by irregular motions and a wide range of
flow scales, pose a challenge for numerical calculations of the NSE. Small
scales are crucial for accurately capturing turbulent behavior. Therefore, a
turbulence model is necessary to account for these effects in numerical sim-
ulations. Different approaches have been proposed for the simulation of tur-
bulent flows, such as Direct Numerical Simulation (DNS), Reynolds Aver-
agedNavier-Stokes (RANS), Large Eddy Simulation (LES), Leray-α, Navier-
Stokes-α (NS-α) and Navier-Stokes-ω (NS-ω) models, in an effort to alter
the NSE tomore closely resemble the averages of flow structures rather than
the real flow.

The large number of turbulence models used for numerical solutions of
NSE makes the choice of simulation model difficult. For the solution of
the turbulence model to be appropriate, the model should share the same
physical properties as the NSE. For this purpose, Leray-α [7, 8, 9, 10], NS-α
[11, 12, 13, 14] and NS-ω [15, 16] models are developed as smoothed forms
of NSE.

In section 3, the mathematical and physical validity of the NSE orga-
nized by the Leray-α turbulence model is investigated. It is shown that the
stability and convergence are verified by mathematical analysis as a result of
temporal and spatial discretization of the obtained solutions. In section 4,
numerical analysis of the NSE organized with NS-α and NS-ω turbulence
models is presented. The stability and convergence of the method are ana-
lyzed. In section 5, several numerical examples are carried out to support
the theoretical results obtained and to demonstrate the efficiency and accu-
racy of the models. Finally, section 6 presents the conclusions of the study
and discussions on possible future research directions.

2 Mathematical Foundations

Definition 2.1. Lebesgue Spaces. Lebesgue spaces are the class of all mea-
surable functions whose p-th powers are integrable and are defined as fol-
lows:

Lp(Ω) =

{
f : f, is a measurable function and for ∀ 1 ≤ p <∞,
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∫
Ω

|f(t)|pdx <∞
}
.

Lebesgue spaces, denoted asLp spaces, are crucial inmathematical anal-
ysis because they generalize the concept of integrability, allowing for a broader
class of functions to be studied. Unlike classical spaces that only handle con-
tinuous or differentiable functions, Lebesgue spaces encompass measurable
functions, even those with discontinuities or singularities, provided they
meet certain integrability conditions. This makes them particularly useful
for working with functions that may not behave well everywhere but are still
integrable in a more generalized sense. By focusing on the p-th powers of
these functions, Lebesgue spaces offer a flexible framework for capturing dif-
ferent levels of smoothness or decay, making them suitable for applications
in various fields, such as physics and partial differential equations. Addi-
tionally, these spaces are fundamental for studying the convergence of se-
quences of functions, which is key in many areas of analysis where classical
pointwise convergence may fail. Overall, the definition of Lebesgue spaces
is essential for extending the idea of integration and providing the tools nec-
essary for working with more complex functions in modern analysis.
Remark 2.2. The norm Lp(Ω) is defined as follows:

‖f‖Lp(Ω) =

(∫
Ω

|f(x)|pdx
)1/p

, 1 ≤ p <∞.

Since this space is a Hilbert space, an important special case givesL2(Ω) for
p = 2. The inner product and norm of L2(Ω) are as follows:

(f, g)L2(Ω) =

∫
Ω

f(x)g(x)dx, ‖f‖L2(Ω) = (f, f)
1/2
L2(Ω).

The space of functions bounded for nearly all x ∈ Ω is denoted as L∞(Ω):

L∞(Ω) =

{
f : for almost all x ∈ Ω is |f(x)| <∞

}
.

Definition 2.3. Sobolev SpaceW k,p(Ω). Let k ∈ N and p ∈ [1,∞]. The
Sobolev space W k,p(Ω) consists of all integrable functions f : Ω → Rd
so that |α| ≤ k for each multiple index α = (α1, α2, ..., αd), where Dαf
defines the weak derivative of order |α| and belongs to Lp(Ω):

W k,p(Ω) := {f ∈ Lp(Ω) : Dαf ∈ Lp(Ω) for |α| ≤ k}.

This means that not only must f itself be integrable, but all its weak
derivatives up to the specified order k should also satisfy the integrability
condition, ensuring that they are p-integrable over the domain Ω.
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Sobolev spaces are essential in mathematics and engineering for sev-
eral important reasons. They allow for the weak differentiation of functions
when classical derivatives are undefined or do not exist, providing themeans
to differentiate over a broader class of functions. Sobolev spaces combine
specific regularity and integrability requirements, helping to determine how
well a function behaves with respect to a given p-norm. They play a funda-
mental role in analyzing solutions to partial differential equations, allowing
for the examination of properties such as existence, uniqueness, and con-
tinuity of solutions. Additionally, Sobolev spaces are crucial in functional
analysis, particularly in analyzing operators and boundary value problems.
They are also used in optimization problems and control theory applica-
tions, aiding in the understanding of regularity properties of controlled sys-
tems.
Remark 2.4. For k = 0, Lp(Ω) = W 0,p(Ω). A norm in Sobolev space is
defined as follows:

‖f‖Wk,p(Ω) =


p ∈ [1,∞] ise ,

( ∑
|α|≤k

‖Dαf‖pLp(Ω)

)1/p

,

p = ∞ ise ,
∑

|α|≤k
ess sup
x∈Ω

|Dαf |.

First-order Sobolev spaces, which are important for the study of NSE:

W 1,p(Ω) =

{
f :

∫
Ω

(|f(x)|p + |∇f(x)|p)dx <∞
}
, p ∈ [1,∞),

‖f‖W 1,p(Ω) =

(∫
Ω

(|f(x)|p + |∇f(x)|p)dx
)1/p

, p ∈ [1,∞).

The Sobolev space used in this study is the following closed subspace of
H1(Ω):

H1
0 (Ω) := {v ∈ H1(Ω) : ∂Ω üzerinde v = 0}.

TheH−1 dual space ofH1
0 (Ω) has the following norm:

‖f‖−1 = sup
v∈H1

0 (Ω)

(f, v)

‖∇v‖
.

Definition 2.5. For any (scalar or vector-valued) function v(x, t) defined
on Ω × (0, T ] for a given finite finite time T > 0, the following norms are
used:

‖v‖∞,k := ess sup
0≤t≤T

‖v(·, t)‖k , ‖v‖p,k =

(∫ T

0

‖v(·, t)‖kpdx

)1/p

.
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Discrete norms are defined with the following notations:

‖|v|‖∞,k := ess sup
0≤n≤N

‖vn‖k , ‖|v|‖p,k =

(
∆t

N∑
n=0

‖vn‖kpdx

)1/p

.

Here∆t is the time step such that tn = n∆t(n = 0, 1, ..., N) and v(tn) =
vn.

In the finite element approximation of the NSE given in (1.1), the ve-
locity Y =

(
H1

0 (Ω)
)2 and pressure continuous spaces M = L2

0(Ω) are
chosen. The set of divergence-free functions in Y is defined as follows:

V := {(∇ · v, q) = 0 for v ∈ Y : ∀q ∈M}.

Multiplying (1.1) by the test functions ∀(v, q) ∈ (Y,M) and integrating
over the Ω region and applying Green’s theorem yields the variational for-
mulation as follows:

(yt, v) + ν (∇y,∇v) + ((y · ∇)y, v)− (p,∇ · v) = (f, v) ,
(∇ · y, q) = 0.

(2.6)

Here y : (0, T ] → Y and p : (0, T ] → M . The convective term in (2.6)
for ∀y, v, w ∈ Y is defined in inverse-symmetric trilinear form as follows
[17, 18]:

b(y, v, w) =
1

2
(((y · ∇)v, w)− ((y · ∇)w, v)) , (2.7)

b(y, v, w) = ((∇v)Tw, y). (2.8)

From the given definitions it is clear that b(y, v, v) = 0 and b(y, v, w) =
−b(y, w, v). Error analysis will require the following upper bounds for the
inverse-symmetric trilinear form (2.7).
Lemma 2.9. [19] For y, v, w ∈ Y, the inverse-symmetric trilinear form
b(·, ·, ·) satisfies the following upper bound:

|b (y, v, w) | ≤ C‖∇y‖‖∇v‖‖∇w‖, (2.10)

Here C is a constant that depends only on Ω. This inequality indicates that
the magnitude of the trilinear form can be controlled by the norms of the
involved functions, ensuring boundedness based on the properties of the
space. Also, for v,∇v ∈ L∞(Ω) we have

|b (y, v, w) | ≤ 1

2
(‖y‖‖∇v‖∞‖w‖+ ‖y‖‖v‖∞‖‖∇w‖). (2.11)
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For the finite element discretization, a family of triangulations, denoted
as ζh = {Kj}Mj=1, is employed. Suppose the computational domain Ω is
partitioned into ζh, where each element in the mesh forms a quasi-uniform
simplex configuration. Specifically, each triangleKj ∈ ζh is associated with
a discretization parameter, h, which is defined as the maximum diameter
hK across all the triangles in the mesh:

h = max
Kj∈ζh

hK

where hK represents the diameter of the specific elementKj .
The neighborhood of a node, denoted as ςh(x) ∈ Ω for each point x

within the mesh ζh, comprises all the cellsKj that share the node x ∈ ∂Kj .
That is, the neighborhood of a node is made up of all elements adjacent to
the node x.

Complying finite element subspaces Yh ⊂ Y andMh ⊂M are selected
to approximate the velocity and pressure variables, respectively, while en-
suring that the discrete inf-sup condition is satisfied:

inf
qh∈Mh

sup
vh∈Yh

(∇ · vh, qh)
‖∇vh‖‖qh‖

≥ β > 0, (2.12)

where β is independent of the mesh size h. This condition is critical for
the stability of the finite element approximation, particularly when solving
problems involving fluid dynamics or incompressible flow.

It is well established that the Taylor-Hood andmini element pairs satisfy
the condition referenced in equation (2.12), as discussed in sources such as
[9, 20]. These pairs are highly regarded for their ability to fulfill the nec-
essary conditions in various finite element formulations. By utilizing piece-
wise polynomial functions of degree k for velocity and k−1 for pressure, one
can achieve the desired convergence properties. Consequently, the spaces
(Yh,Mh), which represent the finite-dimensional subspaces for velocity and
pressure respectively, possess widely accepted approximation capabilities, as
outlined by the standard finite element theory:

inf
vh∈Yh

(
‖(y − vh)‖+ h‖∇(y − vh)‖

)
≤ Chk+1‖y‖k+1 y ∈ Hk+1(Ω),

(2.13)
inf

qh∈Mh
‖p− qh‖ ≤ Chk‖p‖k p ∈ Hk(Ω), (2.14)

for (vh, qh) ∈ (Yh,Mh). The discretely divergence free subspace of Yh is
defined by

Vh = {vh ∈ Yh : (∇ · vh, qh) = 0, ∀qh ∈Mh}. (2.15)
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Under the inf-sup condition (2.12), it is known that the weak formulations
of NSE in Yh and in (Vh) are equivalent.

The Discrete Gronwall’s Inequality is a fundamental tool in the analy-
sis of numerical methods for differential equations, particularly in stability
and convergence proofs. The Discrete Gronwall’s Inequality is essential for
proving the reliability, stability, and accuracy of numerical methods, ensur-
ing that the solutions to discrete problems behave similarly to the solutions
of the continuous equations they approximate.

Lemma 2.16. Discrete Gronwall’s Inequality Let k,B, and the sequences
an, bn, cn and dn be non-negative numbers for integersn ≥ 1. Accordingly,
assume that the inequality

aN+1 + k

N+1∑
n=1

bn ≤ B + k

N+1∑
n=1

cn + k

N∑
n=1

dnan N ≥ 0,

is satisfied. If kdn < 1 for ∀ n = 1, ..., N + 1, then

aN+1 + k

N+1∑
n=1

bn ≤

(
B + k

N+1∑
n=1

cn

)
exp

(
k

N∑
n=1

dn

)
N ≥ 0,

is satisfied [21].

Throughout the analysis, the vector identities listed below will be used.
Assume that a, b, and c are elements belonging to a setX , where a(x), b(x),
and c(x) are vector fields in R3 for every point x in the domain Ωd. Under
these conditions, the subsequent vector identities hold:

(∇× a)× b = (b · ∇)a−∇(a · b) + (∇b)Ta,
((∇× a)× b, c) = ((b · ∇)a, c)− ((c · ∇)a, b).

(2.17)

Lemma 2.18. For a, b, c ∈ X , or L∞(Ω) and∇× a ∈ L∞(Ω) when indi-
cated, the trilinear term ((∇× a)× b, c) satisfies

|((∇× a)× b, c)| ≤ ‖∇ × a‖‖b‖∞‖c‖,
|((∇× a)× b, c)| ≤ ‖∇ × a‖∞‖b‖‖c‖,
|((∇× a)× b, c)| ≤ C‖∇ × a‖‖∇b‖‖∇c‖,
|((∇× a)× b, c)| ≤ C‖b‖1/2‖∇b‖1/2‖∇ × a‖‖∇c‖,
|((∇× a)× b, c)| ≤ C‖c‖1/2‖∇c‖1/2‖∇a‖‖∇b‖,

(2.19)

Proof. The proof can be found in e.g. [16].
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3 NSE Regulated with Leray-αModel
The idea of the Leray-αmodel is derived from Leray’s pioneering work [22].
In [22], the existence of a variational solution of the nonlinear term of the
NSE was proved by replacing the convection field by a regular velocity field,
i.e. by using (y ·∇)y instead of (y ·∇)y in (1.1). For a θ ∈ L2(Ω),−α2∆θ+
θ = θ for a θ ∈ L2(Ω) with α > 0, θ is called a α radius filter for θ. The
Leray-αmodel to be analyzed depending on the filter is as follows:

yt − ν∆y + (y · ∇)y +∇p = f,
∇ · y = 0.

(3.1)

The basic logic of this model is to obtain a smoothed system by writing the
NSE for yα for a given value of α. Fix α > 0 and set yα = (I − α2∆)−1yα

to obtain the

yt − ν∆y + (y · ∇)y +∇p = f (t, x) ∈ Ω× (0, T ],
y − α2∆y = y (t, x) ∈ Ω× (0, T ],

(3.2)

system under periodic boundary conditions [7].

Definition 3.3. Continuous Differential Filter Let y ∈ L2(Ω) where y
represents a function in the L2 space over the domainΩ, and let α be a pre-
defined filtering radius. Then, the unique solution y ∈ Y that satisfies the
following equation is referred to as a continuous filter of y. This filtered ver-
sion of y smooths out high-frequency variations, depending on the chosen
radius α, and produces a more regular, less oscillatory version of the func-
tion.

α2(∇y,∇v) + (y, v) = (y, v), ∀v ∈ Y.

Definition 3.4. Discrete Differential Filter Let y ∈ L2(Ω), where y is a
function belonging to the L2 space over the domain Ω, and let α denote
a selected filtering radius. The discrete filter of y, denoted as yh ∈ Yh, is
the unique solution of the following equation. This discrete filter acts to
smooth the function y at a resolution determined by the chosen mesh or
discretization parameter h, using the filtering radius α to control the extent
of the smoothing process in a finite-dimensional space.

α2(∇yh,∇vh) + (yh, vh) = (y, vh), ∀vh ∈ Yh.

The stability and error estimates of the discrete differential filter will be
useful in the analysis of the turbulence models studied [9].
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Lemma 3.5. Stability of a Discrete Differential Filter Let y ∈ Y, then the
inequalities

‖yh‖ ≤ ‖y‖ ve ‖∇yh‖ ≤ ‖∇y‖. (3.6)

are obtained [9].
Lemma 3.7. Error Estimation for Discrete Differential Filter Let y ∈ Y
with∆y ∈ L2(Ω), then we get

‖y − yh‖2 + α2‖∇(y − yh)‖2 ≤ C inf
vh∈Yh

{‖y − vh‖2 (3.8)

+α2‖∇(y − vh)‖2}+ Cα4‖∆y‖2,

Here C is a constant that is independent of α and h. Hence

‖∇(y − yh)‖ ≤ Cα−1
(
(α+ h)‖∇y‖+ α2‖∆y‖

)
, (3.9)

‖y − yh‖ ≤ C
(
(α+ h)‖∇y‖+ α2‖∆y‖

)
. (3.10)

In filter-based stabilization methods, the determination of the α filter
parameter varies according to the problem used. These filter parameters
are used as stabilizing elements in the system and their optimal values are
determined based on preliminary results obtained by convergence analysis
and numerical tests. For example, in [23], the Leray-αmodel was applied to
the NSE and the convergence analysis and numerical tests showed that the
optimal value of α is α = Ch (C is the filter thickness constant).

3.1 Numerical Analysis
Thesemi-discretized finite element formulation of the Leray-αmodel, where
time remains continuous while space is discretized, is presented as follows.
This approach involves discretizing the spatial domain using finite elements
while keeping the temporal aspect continuous, allowing for a detailed nu-
merical approximation of the Leray-α model, which is often used in fluid
dynamics to model regularized flow behavior at various scales.

For yh ∈ Yh, ph ∈Mh and ∀(vh, qh) ∈ (Yh,Mh):

(yht , v
h) + ν(∇yh,∇vh) + b(yh

h
, yh, vh)− (ph,∇ · vh) = (fh, vh),

(3.11)
(∇ · yh, qh) = 0, (3.12)

(yh
h
, vh) + α2(∇yh

h
,∇vh) = (yh, vh),

(3.13)
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Lemma 3.14. Stability analysis. Let yh(0) ∈ Yh and uh ∈
L2(0, T ;H−1)2. The state variable then suggests stability of the equation of
state by satisfying the following condition.

‖yh(t)‖2 + ν

∫ t

0

‖∇yh(s)‖2ds ≤ ‖yh(0)‖2 + ν−1

∫ t

0

‖uh(s)‖2−1ds.

Proof. The proof starts by choosing vh = yh as the test function in (3.11)
and qh = ph as the test function in (3.12) and applying the Cauchy-Schwarz
inequality. The duality estimate, Young’s inequality, and the nonlinear term’s
inverse symmetry round up the proof. The proof ’s specifics are contained
in Lemma 7.34 in [9].

Lemma 3.6 provides information about the discrete differential filter’s
stability.

The following regularity assumptions are assumed to hold for continu-
ous solutions.

y ∈ L∞(0, T ;H1(Ω)2) ∩H1(0, T ;Hk+1(Ω)2) ∩H3(0, T ;L2(Ω)2)

∩H2(0, T ;H1(Ω)2),

p ∈ L2(0, T ;Hs+1(Ω)2) ∩H2(0, T ;L2(Ω)2),
(3.15)

f ∈ L2(0, T ;L2(Ω)2).

Lemma 3.16. Error analysis. Regarding error analysis, it is expected that
assumption (3.15) is satisfied. Then, the boundary of the error y − yh is as
follows [9]:

‖y − yh‖2L∞(0,T ;L2(Ω)) + ν‖∇(y − yh‖2L2(0,T ;L2(Ω)) ≤ Ey.

Here,

Ey = exp

(
C

∫ T

0

‖∇y‖4
)[

‖y0 − yh(0)‖2

+ inf
ỹ∈Yh

{∫ T

0

(
(ν + ‖yh‖2)‖∇(y − ỹ)‖2

+ h−1ν−1‖y − ỹ‖2 + ν−1‖(y − ỹ)t‖2 + ν−1‖p− ph‖2

+ ν−1
(
(α+ h)2‖∇y‖2 + α4‖∆y‖2

)
(‖y‖∞ + ‖∇y‖∞)2

)
dt

}]
.
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Proof. (3.11) is subtracted from (1.1) to obtain

(et, v
h)− ν(∇e,∇vh) + b(y, y, vh)− b(yh

h
, yh, vh) + (p− ph,∇ · vh)

= 0.

Here the error e = y−yh is decomposed as e = y−yh = y−ỹ−(yh−ỹ) =
η − ϕh. ỹ is the arbitrary interpolation of y in Vh. If we choose the test
function vh = ϕh, we get
1

2

d

dt
∥ϕh

t ∥2 + ν∥∇ϕh∥2 = −b(y, y, ϕh) + b(yh
h
, yh, ϕh)− (p− ph,∇ · ϕh)

+ ν(∇η,∇ϕh)− (ηt, ϕ
h). (3.17)

Rearranging the non-linear terms in (3.17) yields

− b(y, y, ϕh) + b(yh
h
, yh, ϕh)

= −b(y − yh, y, ϕh) + b(ηh, y, ϕh) + b(ϕh
h
, y, ϕh)− b(yh

h
, η, ϕh).

(3.18)

Through Cauchy-Schwarz inequality, Young inequality and Lemma 2.9,

b(y − y
h
, y, ϕ

h
) ≤ Cν

−1∥y − y
h∥2 (∥∇y∥L∞(Ω) + ∥y∥L∞(Ω)

)2
+

ν

14
∥∇ϕh∥2

(3.19)

≤ Cν
−1
(
(α+ h)

2∥∇y∥2
+ α

4∥∆y∥2
) (

∥∇y∥L∞(Ω) + ∥y∥L∞(Ω)

)2
+

ν

14
∥∇ϕh∥2

,

b(yh
h
, η, ϕ

h
) ≤ Cν

−1∥yhh∥∥∇(yh
h
)∥∥∇η∥2

+
ν

14
∥∇ϕh∥2

≤ Cν
−1∥∇yh∥2∥∇η∥2

+
ν

14
∥∇ϕh∥2 (3.20)

b(η
h
, y, ϕ

h
) ≤ Cν

−1∥η∥∥∇η∥2∥∇y∥2
+

ν

14
∥∇ϕh∥2

, (3.21)

b(ϕh
h
, y, ϕ

h
) ≤ Cν

−3∥ϕh∥2∥∇y∥2
+

ν

14
∥∇ϕh∥2

, (3.22)

inequalities are obtained. Using the Cauchy-Schwarz, Young and Poincare
inequalities, we obtain the following result:

(p− ph,∇ · ϕh) ≤ Cν−1‖p− ph‖2 + ν

14
‖∇ϕh‖2, (3.23)

ν(∇η,∇ϕh) ≤ Cν‖∇η‖2 + ν

14
‖∇ϕh‖2 (3.24)

(ηt, ϕ
h) ≤ Cν−1‖ηt‖2 +

ν

14
‖∇ϕh‖2. (3.25)

All the obtained boundaries are added to (3.17). Finally, Lemma is produced
by applying the triangle inequality to the integral [0, T ].
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4 NSE Regulated with NS-α and NS-ω Models
Both models belong to the family of Large Eddy Simulation (LES) models
and predicts the larger scales of fluid flow on much coarse meshes succes-
sively.

The first (NS-α) model is also known as viscous Camassa-Holm (CH)
equation takes the form

yt − ν∆y + (∇× y)× y +∇P = f inQ,
∇ · y = 0 inQ,

y − α2∆y = y inQ.
(4.1)

The secondmodel, a complement of NS-α is calledNS-ω and is obtained
by averaging vorticity ω=∇× y in (4.1) and given by

yt − ν∆y + (∇× y)× y +∇P = f inQ,
∇ · y = 0 inQ,

y − α2∆y = y inQ.
(4.2)

The choice between NS-α and NS-ω models depends on application
type and flow conditions, as detailed in [16]. The semi-discrete numerical
schemes obtained with the studied FEM are defined as follows.

For yh ∈ Yh, P h ∈Mh, and (vh, qh) ∈ (Yh,Mh):
NS-αmodel:

(yt, v
h) + ν(∇yh,∇vh) + ((∇× yh)× yh

h
, vh)− (Ph,∇ · vh) = (uh, vh),

(4.3)

(yh
h
, vh) + α2(∇yh

h
,∇vh) = (yh, vh),

(4.4)

NS-ω model:
(yt, v

h) + ν(∇yh,∇vh) + ((∇× yh
h
)× yh, vh)− (Ph,∇ · vh) = (uh, vh),

(4.5)

(yh
h
, vh) + α2(∇yh

h
,∇vh) = (yh, vh).

(4.6)

4.1 Numerical Analysis
Lemma 4.7. Stability analysisThe equations of state for both the NS-α and
NS-ω models give the following inequality:

∥yh(t)
h
∥2 + α2∥∇yh(t)

h
∥2 + ν

∫ T

0

{
∥∇yh(t)

h
∥2 + α2∥∆yh(t)

h
∥2
}
dt ≤ C,

∥yh(t)∥2 + ν

∫ T

0

∥∇yh(t)∥2dt ≤ C.
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Here C = C
(
yh(0), f, ν

)
.

Proof. The proof starts by choosing vh = yh
h
as the test function in (4.3).

Then, the appropriate identity in (2.17) is used for the nonlinear term. Hölder
and Young inequality are used in the resulting equation. For the second
inequality in Lemma 4.7, it is sufficient to use the assumptions in Lemma
3.6.

Since both models give similar results, only the NS-α model is used in
the error analysis.
Lemma 4.8. Error analysis (1.1) ve (4.1)’nin çözümleri sırasıyla y ve yh ol-
sun. O zaman, pozitif birC sabiti vardır, öyle ki y− yh hatası için aşağıdaki
sınır geçerlidir:

‖y − yh‖2L∞(0,T ;L2(Ω)) + ν‖∇(y − yh‖2L2(0,T ;L2(Ω)) ≤ Ey

where,

Ey = exp
(
Cν

−3∥∇y∥4
) [

∥y − y
h
(0)∥2

L∞(0,T ;L2(Ω))

+ C inf
{∫ T

0

(
ν
−1∥(y − ỹ)t∥2

+ ν∥∇(y − ỹ)∥2
+ ν

−1∥p− P
h∥2

+ ν
−1∥∇(y − ỹ)∥2∥∇y∥2

+ ν
−1∥∇(y − ỹ)∥2∥∇yh∥2

+ ν
−1
α

4∥∇y∥2
∞|y|22

)
dt
}]
.

Proof. This inequality is obtained by subtracting (4.1) from the weak for-
mulation of the rotation NSE. For NS-α:

(et, vh) + ν(∇e,∇vh) + ((∇× y)× y, vh)− ((∇× yh × yh
h, vh)

−(p− Ph,∇ · vh) = 0,

where e = y − yh. By taking e = y − yh = y − ỹ − (yh − ỹ) = η − ϕh
with the best approximation of y and choosing the test function vh = ϕh,
the following equation is obtained:

(ϕt, ϕh) + ν(∇ϕh,∇ϕh) = (ηt, ϕh) + ν(∇η,∇ϕh) + ((∇× y)× y, ϕh)

− ((∇× yh × yh
h, ϕh)− (p− Ph,∇ · ϕh).

For nonlinear terms,

((∇× y)× y, ϕh)− ((∇× yu × yh
h, ϕh) = ((∇× (y − yh)× y, ϕh)

+ ((∇× yh × (y − yh
h), ϕh)

= ((∇× η)× y, ϕh)

− ((∇× ϕh)× y, ϕh)

+ ((∇× yh × (y − yh
h), ϕh).
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1

2

d

dt
‖ϕh‖2 + ν‖∇ϕh‖2 = (ηt, ϕh) + ν(∇η,∇ϕh)− (p− Ph,∇ · ϕh)

+ ((∇× η)× y, ϕh)− ((∇× ϕh)× y, ϕh)

+ ((∇× yh × (y − yh
h), ϕh).

The terms on the right are bounded as:

(ηt, ϕh) ≤ Cν−1‖ηt‖2 +
ν

14
‖∇ϕh‖2

ν(∇η,∇ϕh) ≤ Cν‖∇η‖2 + ν

14
‖∇ϕh‖2

(p− Ph,∇ · ϕh) ≤ Cν−1‖p− Ph‖2 +
ν

14
‖∇ϕh‖2

((∇× η)× y, ϕh) ≤ Cν−1‖∇η‖2‖∇y‖2 + ν

14
‖∇ϕh‖2

((∇× ϕh)× y, ϕh) ≤ Cν−3‖ϕh‖2‖∇y‖4 +
ν

14
‖∇ϕh‖2

((∇× yh × (y − yh
h), ϕh)

= ((∇× yh × (y − yh), ϕh) + ((∇× yh × (yh − yh
h), ϕh)

= ((∇× yh × (y − yh), ϕh) + ((∇× yh × ηh, ϕh)

= T1 + T2

For T1,

((∇× yh × (y − yh), ϕh) ≤ ∥∇× yh∥∞∥y − yh∥∥∇ϕh∥

≤ Cν−1∥∇ × yh∥2∞∥y − yh∥2 + ν

14
∥∇ϕh∥2

≤ Cν−1α4∥∇ × y∥2∞|y|22 +
ν

14
∥∇ϕh∥2.

For T2,

((∇× yh × ηh, ϕh) ≤ C‖∇yh‖‖∇ηh‖‖∇ϕh‖

≤ Cν−1‖∇yh‖2‖∇η‖2 +
ν

14
‖∇ϕh‖2

Combining all these results, we can rewrite equation as follows:

1

2

d

dt
‖ϕh‖2 +

ν

2
‖∇ϕh‖2 ≤ C

(
ν−1‖ηt‖2 + ν‖∇η‖2 + ν−1‖p− Ph‖2

+ ν−1‖∇η‖2‖∇y‖2 + ν−3‖ϕh‖2‖∇y‖4

+ ν−1α4‖∇y‖2∞|y|22 + ν−1‖∇yh‖2‖∇η‖2
)
.
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We integrate over [0, T]:

‖ϕh(T )‖2 + ν

∫ T

0

‖∇ϕh‖2dt ≤ ‖ϕh(0)‖2 + C

∫ T

0

(
ν−1‖(y − ỹ)t‖2

+ ν‖∇(y − ỹ)‖2 + ν−1‖p− Ph‖2

+ ν−1‖∇(y − ỹ)‖2‖∇y‖2

+ ν−3‖ϕh‖2‖∇y‖4 + ν−1α4‖∇y‖2∞|y|22
+ ν−1‖∇yh‖2‖∇(y − ỹ)‖2

)
.

Accordingly, with Gronwall’s inequality, the approximation properties and
the triangle inequality, we obtain the Lemma.

5 Numerical Experiments
In this section, a series of numerical experiments are conducted to verify and
support the theoretical findings. All computations were carried out using
the open-source finite element software FreeFem, as referenced in [24]. For
the spatial discretization, the Taylor-Hood finite element pair was employed
on regular triangular meshes for the domains specified in each experiment.
The control variablewas approximated usingP1 polynomials. To handle the
temporal evolution, the Crank-Nicolson (CN) method was utilized for time
discretization, while the Newtonmethod was applied to address the nonlin-
earity in the system. Additionally, the parameter α was always selected to
be proportional to the mesh size h, with α = h being used consistently, as
indicated in [9].

Initially, a convergence test is conducted to evaluate error rates by com-
paring the numerical results to a specific analytical solution. The analysis is
performed over the time interval [0, 1], with the unit square selected as the
spatial domain for the experiments. The following manufactured solutions
will be employed for this purpose:

y(t, x) = e−νt
[
sin2(πx1) sin(πx2) cos(πx2)
− sin2(πx2) sin(πx1) cos(πx1)

]
,

In this case, the errors and convergence rates are shown in Table 10. All
methods exhibit a consistent reduction in errors as the grid is refined, con-
firming that the numerical methods are converging as expected. The con-
vergence rates hover around 3 for all methods at finer grids, which suggests
second- to third-order accuracy, depending on the method. The differences
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Table 10: The convergence rates and errors for ∆t = 0.0001 and ν = 1 are
presented.

h ∥y − yh∥Leray Rate ∥y − yh∥NS−α Rate ∥y − yh∥NS−ω Rate
2−1 0.0460 - 0.0014818 - 0,00148818 -
2−2 0.0073 2.65 2,87621e-4 2.65 2,87622e-4 2.37
2−3 0.0008 3.19 3,25096e-5 3.57 3,25097e-5 3.15
2−4 0.0001 3.01 3,81827e-6 3.32 3,81835e-6 3.09

Figure 26: Velocity profiles for Re = 1.

in the rates between NS-α and NS-ω at finer levels are marginal, indicating
similar performance, although NS-α has slightly better convergence rates
overall. This detailed convergence analysis demonstrates that the numeri-
cal methods (Leray-α, NS-α, and NS-ω) are reliable and consistent in their
error reduction as the discretization parameter h becomes smaller.

The Leray-α, NS-α and NS-ω models perform differently in different
turbulence environments and each may be better suited for certain con-
ditions due to their unique characteristics. Therefore, the choice of which
model is better depends on the type of application and flow conditions. The
selection of the appropriate model is important for accurate modeling of the
application.

In a separate experiment, the distinctions between general turbulence
models and the Stokes solution are analyzed and demonstrated (Fig. 1). The
boundary conditions in this specific configuration are described as nonslip
around the cylinder submerged in the flow and along the computing do-
main’s horizontal walls. This ensures that the fluid velocity at these surfaces
remains zero, reflecting a realistic physical scenario where the fluid adheres
to the boundaries. Meanwhile, the boundary conditions at the vertical in-

163



Finite Element Analysis and Comparative...

let and outlet are prescribed to follow a parabolic profile in the x-direction,
allowing for a smooth and realistic entrance and exit of the fluid. The exact
specifications for these parabolic boundary conditions are detailed as fol-
lows:

y =

(
4x2(1− x2)

0

)
.

This equation represents a parabolic boundary condition that defines the
velocity profile of the flow at the vertical inlet and outlet. The velocity dis-
tribution varies along the x2 coordinate, describing how the flow behaves at
the horizontal direction during entry and exit. The parabolic profile shows
that the velocity is highest in the middle and zero at the boundary surfaces,
meaning the fluid adheres to the boundaries (i.e., no-slip boundary condi-
tion). The term 4x2(1 − x2) indicates that the fluid reaches its maximum
velocity along the centerline and drops to zero at the boundaries. This pro-
file realistically models both the entrance and exit conditions, contributing
to more accurate simulation results.

6 Conclusion
This research is poised to provide significant benefits to a diverse audience,
including engineers, applied mathematicians, and software developers, by
aiding in the creation of more sophisticated algorithms for numerical sim-
ulations of turbulent flows. The advancements made through this work can
enhance the accuracy and efficiency of simulations, which are critical in un-
derstanding and predicting complex fluid behaviors in various contexts.

Moreover, the findings of this study have the potential to contribute sub-
stantially to societal welfare across a range of scientific and industrial ap-
plications. For instance, in the field of weather forecasting, improved nu-
merical simulations can lead tomore accurate predictions of meteorological
phenomena, aiding in disaster preparedness and resource management. In
terms of energy efficiency, better algorithms can optimize the design of sys-
tems that rely on fluid dynamics, such asHVAC systems or renewable energy
technologies, thereby reducing energy consumption and environmental im-
pact.

Additionally, in the processing of polymeric materials, such as compos-
ite mixing, film blowing, injection molding, and yarn spinning, enhanced
simulation tools can facilitate the design and production of materials with
superior properties, leading to innovations in manufacturing processes and
product quality.
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The implications of this research extend to the design of biomedical de-
vices as well, where fluid dynamics plays a crucial role in the development of
devices such as drug delivery systems, stents, and artificial organs. Improved
simulations can lead to better-performing devices, ultimately enhancing pa-
tient outcomes.

Furthermore, this work opens up opportunities for the exploration of
new research areas, particularlywithin the framework of industry-university
collaboration. Such partnerships can foster innovation by bringing together
academic research and practical industrial applications. As a logical pro-
gression, the integration of continuous data assimilation strategies could be
considered as a next step. By leveraging real-time data from various appli-
cations, researchers can refine these numerical models, making them more
responsive and accurate in reflecting real-world conditions.

This multifaceted approach not only enhances the immediate applica-
tions of the research but also sets the stage for future advancements that can
significantly impact multiple sectors of society.
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14. ON CLASSES OF AGGREGATION
FUNCTION ON BOUNDED LATTICES
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Abstract

Nullnorms are one of the important classes of aggregation oper-
ators. They generalize the notion of triangular norms and triangu-
lar conorms. Recently, nullnorms on bounded lattices have been fre-
quently investigated by many esearchers. Construction methods of
nullnorms are important since they are also important for ordinal sum
construction of nullnorms. In this paper, we present methods to pro-
duce nullnorms with the zero element k via the given nullnorm and
some other aggregation operators. Then, we demonstrate that our new
construction method is also different from the existing construction
methods in the literature. Additionally, some illustrative examples are
provided.
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1 Introduction
Aggregation functions are very important operators [13, 22] in the fuzzy set
theory and its applications. They were first introduced in [2], as a general-
ization of t-norms and t-conorms.
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Karaçal et al [21] showed they are always exist on every lattice. Also, they
determined the smallest nullnorm and the greatest nullnorm. Nullnorms
have been also studied from different aspects in the literature [5, 7, 8, 9, 10,
11, 27].

In this paper, we obtain nullnorms from a nullnorm, a t-norm and a t-
conorm on subintervals of L under the condition that every element of L is
comparable to the elements a and b.

The paper is organized as follows. In Section 2, we recall notions of a
bounded lattice and aggregation functions that we will use. Section 3 con-
tains the new construction method via a nullnorm on the subinterval of L.

2 Notations, definitions and a review of previous
results

In this chapter, we remind some basic definitons and results.

Definition 2.1. [1] If a lattice L has the top element 1 and the bottom ele-
ment 0,it is called as a bounded lattice

Definition 2.2. [1] LetL be a bounded lattice. The elements x and y, which
satisfy x ≤ y or y ≤ x are called comparable. Otherwise, they are called
incomparable and the notation x||y is used. The set Ia = {x ∈ L : x||a}
is the set of elements which are incomparable elements with a.

Similarly, the set Ia,bk = {x ∈ L : x||k and x ∦ a and x ∦ b} is defined.

Definition 2.3. [1] Let a, b be the elements of a bounded lattice L with a ≤
b. The [a, b] is a sublattice and given as

[a, b] = {x ∈ L| a ≤ x ≤ b}.

Similarly, (a, b], [a, b) and (a, b) are given.

Definition 2.4. [22] If a function T (S) on a bounded lattice L is commu-
tative, associative, increasing with respect to the both variables and has a
neutral element 1 (0), it is called a triangular norm (triangular conorm).

Example 2.5. Thesmallest t-normTW and the greatest t-normT∧ onbounded
lattice L are given respectively as:

TW (x, y) =


y if x = 1

x if y = 1

0 otherwise
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is the smallest t-norm, and

T∧(x, y) = x ∧ y
is the greatest t-norm on a bounded lattice L.
Similarly,

S∨(x, y) = x ∨ y
and

SW (x, y) =

 y if x = 0
x if y = 0
1 otherwise

are the smallest t-conormand the greatest t-conormon a bounded lattice
L, respectively.
Definition 2.6. [21]The function F on a bounded lattice L is called a null-
norm if it is commutative, associative, non-decreasing in each variable and
there is an element k ∈ L such that for all x ∈ [0, k] F (x, 0) = x and for
all x ∈ [k, 1] F (x, 1) = x.

It is directly obtained from the definition, the element k ∈ L is an zero
(or annihilator element) for F since F (x, k) = k for all x ∈ L.

The set Dk denotes the set Dk = [0, k] × [k, 1] ∪ [k, 1] × [0, k] for
k ∈ L \ {0, 1}.
Proposition 2.7. [14, 21] Let V be a nullnorm on a bounded lattice L with
the zero element k ∈ L \ {0, 1}.
(i) If (x, y) ∈ Dk, V (x, y) = k.
(ii) If (x, y) ∈ [k, 1]2 ∪ [k, 1]× Ik ∪ Ik × [k, 1], k ≤ V (x, y).
(iii) If (x, y) ∈ [0, k]2 ∪ [0, k]× Ik ∪ Ik × [0, k], V (x, y) ≤ k.
(iv) If (x, y) ∈ L× [k, 1], V (x, y) ≤ y.
(v) If (x, y) ∈ [k, 1]× L, V (x, y) ≤ x.
(vi) If (x, y) ∈ [0, k]× L, x ≤ V (x, y).
(vii) If (x, y) ∈ L× [0, k], y ≤ V (x, y).
(viii) If (x, y) ∈ [0, k]2, x ∨ y ≤ V (x, y).
(ix) If (x, y) ∈ [k, 1]2, V (x, y) ≤ x ∧ y.
(x) If (x, y) ∈ [0, k]×Ik∪Ik× [0, k]∪Ik×Ik, (x∧k)∨(y∧k) ≤ V (x, y).
(xi) If (x, y) ∈ [k, 1]×Ik∪Ik×[k, 1]∪Ik×Ik, V (x, y) ≤ (x∨k)∧(y∨k).

3 Constructionofnullnormsonbounded lattices
In this chapter, after reminding the methods to obtain nullnorms in the lit-
erature, we propose an extension method for nullnorms in Theorems 5 on
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a bounded lattice L via the existence of a nullnorm V on [a, b] of L, where
x ∦ a and x ∦ b for all x ∈ L. Some illustrative examples are provided to
clarify the method.
Theorem 3.1. [21] LetL be a bounded lattice, k ∈ L\{0, 1},S be a t-conorm
on [0, k] andT be a t-norm on [k, 1]. Then, the functionsV Sk , V Tk : L2 → L
defined as follows

V
S
k (x, y) =


S(x, y) (x, y) ∈ [0, k]2,
k (x, y) ∈ [k, 1)2 ∪ [k, 1] × Ik ∪ Ik × [k, 1] ∪Dk,
S(x ∧ k, y ∧ k) (x, y) ∈ [0, k] × Ik ∪ Ik × [0, k] ∪ Ik × Ik,
x ∧ y otherwise

(3.2)
and

V
T
k (x, y) =


T (x, y) (x, y) ∈ [k, 1]2,
k (x, y) ∈ [0, k)2 ∪ [0, k] × Ik ∪ Ik × [0, k] ∪Dk,
T (x ∨ k, y ∨ k) (x, y) ∈ [k, 1] × Ik ∪ Ik × [k, 1] ∪ Ik × Ik,
x ∨ y otherwise

(3.3)

are nullnorms on L with zero element k.
Theorem 3.4. [7] LetL be a bounded lattice, a, k ∈ L\{0, 1} and k ∈ [0, a]
such that x ∦ k for all x ∈ [0, a]. If x ≥ a for all x ∈ L \ [0, a], V ∗ is a
nullnorm on [0, a] with the zero element k and T is a t-norm on [a, 1], then
the following operation V1 : L2 → L is a nullnorm with the zero element
k, where

V1(x, y) =


V ∗(x, y) (x, y) ∈ [0, a]2,
k (x, y) ∈ [0, k]× [a, 1] ∪ [a, 1]× [0, k],
T (x, y) (x, y) ∈ [a, 1]2,
x ∧ y otherwise.

(3.5)

Theorem 3.6. [7] LetL be a bounded lattice, a, k ∈ L\{0, 1} and k ∈ [a, 1]
such that x ∦ k for all x ∈ [a, 1]. If x ≤ a for all x ∈ L \ [a, 1], V∗ is a
nullnorm on [a, 1] with the zero element k and S is a t-conorm on [0, a],
then the following operation V2 : L2 → L is a nullnorm with the zero
element k, where

V2(x, y) =


V∗(x, y) (x, y) ∈ [a, 1]2,
k (x, y) ∈ [k, 1]× [0, a] ∪ [0, a]× [k, 1],
S(x, y) (x, y) ∈ [0, a]2,
x ∨ y otherwise.

(3.7)

In the following theorem, based on a nullnorm V on [a, b] on a subin-
terval of the bounded lattice L, where Ia = Ib = ∅, we give a method to
produce nullnorms on a bounded lattice L.
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Theorem 3.8. LetL be a bounded lattice, a, b, k ∈ L\{0, 1}with a < k < b
such thet Ia = Ib = ∅, S be t-conorm on [0, a], T be a t-norm [b, 1], V be
a nullnorm on [a, b] with the zero element k. Then the following function
F : L2 → L is a nullnorm with the zero element k on L, where

F (x, y) =



S(x, y) (x, y) ∈ [0, a]2,
T (x, y) (x, y) ∈ [b, 1]2,
V (x, y) (x, y) ∈ [a, b]2,

V (a, y ∧ k) (x, y) ∈ (0, a)× Ia,bk ,

V (x ∧ k, a) (x, y) ∈ Ia,bk × (0, a),

V (x ∧ k, y ∧ k) (x, y) ∈ ([a, k) ∪ Ia,bk )× Ia,bk ∪ Ia,bk × [a, k),
x ∨ y (x, y) ∈ [0, a)× [a, k) ∪ [a, k)× [0, a),
x ∧ y (x, y) ∈ (k, b]× (b, 1] ∪ (b, 1]× (k, b],
k otherwise.

(3.9)

Proof. (i) Monotonicity: Let us show that for every elements x, y ∈ L with
x ≤ y, F (x, z) ≤ F (y, z) for all z ∈ L. If x and y are both elements of
[0, a) or [a, k] or (k, b] or (b, 1] or Ia,bk , F (x, z) ≤ F (y, z) is always satisfied
for all z ∈ L since x ≤ y. It is clear that F (x, z) = k = F (y, z), when
z = k. The proof is then split into all the remain possible cases as follows.
1. Let x ∈ [0, a).
1.1. y ∈ [a, k),

1.1.1. If z ∈ [0, a), thenF (x, z) = S(x, z) ≤ a ≤ y = y∨z = F (y, z).
1.1.2. If z ∈ [a, k), then F (x, z) = x∨z ≤ y∨z ≤ V (y, z) = F (y, z).
1.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, z) = k = F (y, z).

1.1.4. If z ∈ Ia,bk , then F (x, z) = V (a, z ∧ k) ≤ V (y ∧ k, z ∧ k) =
F (y, z).
1.2. y = k,

1.2.1. If z ∈ [0, a), then F (x, z) = S(x, z) ≤ a ≤ k = F (y, z).
1.2.2. If z ∈ [a, k), then F (x, z) = x ∨ z = z ≤ k = F (y, z).
1.2.3. If z ∈ (k, b] ∪ (b, 1], then F (x, z) = k = F (y, z).

1.2.4. If z ∈ Ia,bk , then F (x, z) = V (a, z ∧ k) ≤ V (a, k) = k =
F (y, z).
1.3. y ∈ (k, b],

1.3.1. If z ∈ [0, a), then F (x, z) = S(x, z) ≤ a ≤ k = F (y, z).
1.3.2. If z ∈ [a, k), then F (x, z) = x ∨ z = z ≤ k = V (y, z) =

F (y, z).
1.3.3. If z ∈ (k, b], then F (x, z) = k = V (k, z) ≤ V (y, z) = F (y, z).
1.3.4. If z ∈ (b, 1], then F (x, z) = k ≤ y = y ∧ z = F (y, z).

1.3.5. If z ∈ Ia,bk , then F (x, z) = V (a, z ∧ k) ≤ V (a, k) = k =
F (y, z).
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1.4. y ∈ (b, 1],
1.4.1. If z ∈ [0, a), then F (x, z) = S(x, z) ≤ a ≤ k = F (y, z).

1.4.2. If z ∈ [a, k), then F (x, z) = x ∨ z = z ≤ k = F (y, z).

1.4.3. If z ∈ (k, b], then F (x, z) = k ≤ z = y ∧ z = F (y, z).

1.4.4. If z ∈ (b, 1], then F (x, z) = k ≤ b ≤ T (y, z) = F (y, z).

1.4.5. If z ∈ Ia,bk , then F (x, z) = V (a, z ∧ k) ≤ V (a, k) = k =
F (y, z).

1.5. y ∈ Ia,bk ,
1.5.1. If z ∈ [0, a), then F (x, z) = S(x, z) ≤ a ≤ V (y ∧ k, a) =

F (y, z).

1.5.2. If z ∈ [a, k), then F (x, z) = x ∨ z = z = V (a, z) ≤ V (y ∧
k, z ∧ k) = F (y, z).

1.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, z) = k = F (y, z).

1.5.4. If z ∈ Ia,bk , then F (x, z) = V (a, z ∧ k) ≤ V (y ∧ k, z ∧ k) =
F (y, z).

2. Let x ∈ [a, k).
2.1. y = k,

2.1.1. If z ∈ [0, a), then F (x, z) = x ∨ z = x ≤ k = F (y, z).

2.1.2. If z ∈ [a, k), then F (x, z) = V (x, z) ≤ V (k, z) = k = F (y, z).

2.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, z) = k = F (y, z).

2.1.4. If z ∈ Ia,bk , then F (x, z) = V (x∧k, z∧k) ≤ V (k, z∧k) = k =
F (y, z).

2.2. y ∈ (k, b],
2.2.1. If z ∈ [0, a), then F (x, z) = x ∨ z = x ≤ k = F (y, z).

2.2.2. If z ∈ [a, k) ∪ (k, b], then F (x, z) = V (x, z) ≤ V (y, z) =
F (y, z).

2.2.3. If z ∈ (b, 1], then F (x, z) = k ≤ y = y ∧ z = F (y, z).

2.2.4. If z ∈ Ia,bk , then F (x, z) = V (x∧k, z∧k) ≤ V (k, z∧k) = k =
F (y, z).

2.3. y ∈ (b, 1],
2.3.1. If z ∈ [0, a), then F (x, z) = x ∨ z = x ≤ k = F (y, z).

2.3.2. If z ∈ [a, k), then F (x, z) = V (x, z) ≤ V (k, z) = k = F (y, z).

2.3.3. If z ∈ (k, b], thenF (x, z) = V (x, z) = k ≤ z = y∧z = F (y, z).

2.3.4. If z ∈ (b, 1], then F (x, z) = V (x, z) = k ≤ b ≤ T (y, z) =
F (y, z).

2.3.5. If z ∈ Ia,bk , then F (x, z) = V (x∧k, z∧k) ≤ V (k, z∧k) = k =
F (y, z).

2.4. y ∈ Ia,bk ,
2.4.1. If z ∈ [0, a), then F (x, z) = x∨ z = x ≤ V (y∧ k, a) = y∧ k =

F (y, z).
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2.4.2. If z ∈ [a, k), then F (x, z) = V (x, z) ≤ V (y ∧ k, z ∧ k) =
F (y, z).

2.4.3. If z ∈ (k, b] ∪ (b, 1], then F (x, z) = k = F (y, z).

2.4.4. If z ∈ Ia,bk , then F (x, z) = V (x∧ k, z ∧ k) ≤ V (x∧ k, z ∧ k) =
F (y, z).

3. Let x ∈ (k, b].
3.1. y ∈ (b, 1],

3.1.1. If z ∈ [0, a) ∪ [a, k), then F (x, z) = k = F (y, z).

3.1.2. If z ∈ (k, b], then F (x, z) = V (x, z) ≤ V (b, z) = z = y ∧ z =
F (y, z).

3.1.3. If z ∈ (b, 1], thenF (x, z) = x∧z = x ≤ b ≤ T (y, z) = F (y, z).

3.1.4. If z ∈ Ia,bk , then F (x, z) = k = F (y, z).

4. Let x ∈ Ia,bk .
4.1. y ∈ (k, b],

4.1.1. If z ∈ [0, a), then F (x, z) = V (x ∧ k, a) ≤ V (y ∧ k, k) = k =
F (y, z).

4.1.2. If z ∈ [a, k) ∪ Ia,bk , then F (x, z) = V (x ∧ k, z ∧ k) ≤ V (y ∧
k, k) = k = F (y, z).

4.1.3. If z ∈ (k, b], then F (x, z) = k = V (k, z) ≤ V (y, z) = F (y, z).

4.1.4. If z ∈ (b, 1], then F (x, z) = k ≤ y = y ∧ z = F (y, z).

4.2. y ∈ (b, 1],
4.2.1. If z ∈ [0, a), then F (x, z) = V (x ∧ k, a) ≤ V (y ∧ k, k) = k =

F (y, z).

4.2.2. If z ∈ [a, k) ∪ Ia,bk , then F (x, z) = V (x ∧ k, z ∧ k) ≤ V (y ∧
k, k) = k = F (y, z).

4.2.3. If z ∈ (k, b], then F (x, z) = k ≤ z = y ∧ z = F (y, z).

4.2.4. If z ∈ (b, 1], then F (x, z) = k ≤ b ≤ T (y, z) = F (y, z).

(ii) Associativity: We demonstrate that F (x, F (y, z)) = F (F (x, y), z) for
all x, y, z ∈ L. If one of the elements x, y and z is equal to k, it is clear that
the equality is always satisfied. Again, the proof is split into all remain possi-
ble cases by considering the relationships between the elements x, y, z, a, b
and k as follows.
1. Let x ∈ [0, a).
1.1. y ∈ [0, a),

1.1.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, S(y, z)) = S(x, S(y, z)) =

S(S(x, y), z) = F (S(x, y), z) = F (F (x, y), z). 1.1.2. If z ∈ [a, k), then
F (x, F (y, z)) = F (x, y ∨ z) = F (x, z) = x ∨ z = z = S(x, y) ∨ z =
F (S(x, y), z) = F (F (x, y), z).

1.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (S(x, y), z) = F (F (x, y), z).
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1.1.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (a, z ∧ k)) = F (x, z ∧
k) = x∨ (z∧k) = z∧k = V (a, z∧k) = F (S(x, y), z) = F (F (x, y), z).
1.2. y ∈ [a, k),

1.2.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, y) =
x ∨ y = y = y ∨ z = F (y, z) = F (x ∨ y, z) = F (F (x, y), z).

1.2.2. If z ∈ [a, k), thenF (x, F (y, z)) = F (x, V (y, z)) = x∨V (y, z) =
V (y, z) = F (y, z) = F (x ∨ y, z) = F (F (x, y), z).

1.2.3. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = F (x, k) =
k = F (y, z) = F (x ∨ y, z) = F (F (x, y), z).

1.2.4. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, k) = k = F (y, z) =
F (x ∨ y, z) = F (F (x, y), z).

1.2.5. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (y ∧ k, z ∧ k)) = x ∨
V (y∧k, z∧k) = V (y∧k, z∧k) = F (y, z) = F (x∨y, z) = F (F (x, y), z).
1.3. y ∈ (k, b],

1.3.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

1.3.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = k =
F (k, z) = F (F (x, y), z).

1.3.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, y∧ z) = F (x, y) = k =
F (k, z) = F (F (x, y), z).
1.4. y ∈ (b, 1],

1.4.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

1.4.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, y∧ z) = F (x, z) = k =
F (k, z) = F (F (x, y), z).

1.4.3. If z ∈ (b, 1], thenF (x, F (y, z)) = F (x, T (y, z)) = k = F (k, z) =
F (F (x, y), z).

1.5. y ∈ Ia,bk ,
1.5.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, V (y∧k, a)) = x∨V (y∧

k, a) = V (y∧k, a) = V (a, y∧k)∨z = F (V (a, y∧k), z) = F (F (x, y), z).

1.5.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
x∨V (y∧k, z∧k) = V (y∧k, z∧k) = F (y∧k, z) = F (V (a, y∧k), z) =
F (F (x, y), z).

1.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (y ∧ k, z) = F (V (a, y ∧ k), z) = F (F (x, y), z).
2. Let x ∈ [a, k).
2.1. y ∈ [0, a),

2.1.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, S(y, z)) = x∨S(y, z) =
x = x ∨ z = F (x, z) = F (x ∨ y, z) = F (F (x, y), z).

2.1.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, z) =
F (x ∨ y, z) = F (F (x, y), z).
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2.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (x, z) = F (x ∨ y, z) = F (F (x, y), z).

2.1.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (a, z ∧ k)) = F (x, z ∧
k) = V (x, z ∧ k) = V (x ∧ k, z ∧ k) = F (x, z) = F (x ∨ y, z) =
F (F (x, y), z).

2.2. y ∈ [a, k),
2.2.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, y) =

V (x, y) = V (x, y) ∨ z = F (V (x, y), z) = F (F (x, y), z).
2.2.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, V (y, z)) = V (x, V (y, z)) =

V (V (x, y), z) = F (V (x, y), z) = F (F (x, y), z).

2.2.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, V (y, z)) =
F (x, k) = k = F (V (x, y), z) = F (F (x, y), z).

2.2.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (y ∧ k, z ∧ k)) =
V (x, V (y∧k, z∧k)) = V (V (x, y), z∧k) = F (V (x, y), z) = F (F (x, y), z).

2.3. y ∈ (k, b],
2.3.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =

F (k, z) = F (V (x, y), z) = F (F (x, y), z).
2.3.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = V (x, V (y, z)) = k =

F (k, z) = F (V (x, y), z) = F (F (x, y), z).

2.3.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, y) =
V (x, y) = k = F (k, z) = F (V (x, y), z) = F (F (x, y), z).

2.4. y ∈ (b, 1],
2.4.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =

F (k, z) = F (F (x, y), z).

2.4.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, z) =
V (x, z) = k = F (k, z) = F (F (x, y), z).

2.4.3. If z ∈ (b, 1], thenF (x, F (y, z)) = F (x, T (y, z)) = k = F (k, z) =
F (F (x, y), z).

2.5. y ∈ Ia,bk ,
2.5.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, V (y∧k, a)) = F (x, y∧

k) = V (x, y ∧ k) = V (x ∧ k, y ∧ k) ∨ z = F (V (x ∧ k, y ∧ k), z) =
F (F (x, y), z).

2.5.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
V (x, V (y∧k, z∧k)) = V (V (x∧k, y∧k), z∧k) = F (V (x∧k, y∧k), z) =
F (F (x, y), z).

2.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (V (x ∧ k, y ∧ k), z) = F (F (x, y), z).

3. Let x ∈ (k, b].
3.1. y ∈ [0, a),

3.1.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, S(y, z)) = k =
F (k, z) = F (F (x, y), z).
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3.1.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, z) =
V (x, z) = k = F (k, z) = F (F (x, y), z).

3.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

3.1.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (a, z ∧ k)) = F (x, z ∧
k) = k = F (k, z) = F (F (x, y), z).
3.2. y ∈ [a, k),

3.2.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, y) =
V (x, y) = k = F (k, z) = F (V (x, y), z) = F (F (x, y), z).

3.2.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, V (y, z)) = V (x, V (y, z)) = k =
F (k, z) = F (V (x, y), z) = F (F (x, y), z).

3.2.3. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = F (x, k) =
k = F (k, z) = F (V (x, y), z) = F (F (x, y), z).

3.2.4. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, k) = k = F (k, z) =
F (V (x, y), z) = F (F (x, y), z).

3.2.5. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (y ∧ k, z ∧ k)) = k =
F (k, z) = F (V (x, y), z) = F (F (x, y), z).
3.3. y ∈ (k, b],

3.3.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (V (x, y), z) = F (F (x, y), z).

3.3.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = V (x, V (y, z)) =
V (V (x, y), z) = F (V (x, y), z) = F (F (x, y), z).

3.3.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, y) =
V (x, y) = V (x, y) ∧ z = F (V (x, y), z) = F (F (x, y), z).
3.4. y ∈ (b, 1],

3.4.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (x, z) = F (x ∧ y, z) = F (F (x, y), z).

3.4.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, z) =
F (x ∧ y, z) = F (F (x, y), z).

3.4.3. If z ∈ (b, 1], thenF (x, F (y, z)) = F (x, T (y, z)) = x∧T (y, z) =
x = x ∧ z = F (x, z) = F (x ∧ y, z) = F (F (x, y), z).

3.5. y ∈ Ia,bk ,
3.5.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, V (y∧k, a)) = V (x, y∧

k) = k = F (k, z) = F (F (x, y), z).

3.5.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
k = F (k, z) = F (F (x, y), z).

3.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).
4. Let x ∈ (b, 1].
4.1. y ∈ [0, a),

4.1.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, S(y, z)) = k =
F (k, z) = F (F (x, y), z).
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4.1.2. If z ∈ [a, k), thenF (x, F (y, z)) = F (x, y∨z) = F (x, z) = k =
F (k, z) = F (F (x, y), z).

4.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

4.1.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (a, z ∧ k)) = k =
F (k, z) = F (F (x, y), z).
4.2. y ∈ [a, k),

4.2.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, y∨z) = F (x, y) = k =
F (k, z) = F (F (x, y), z).

4.2.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, V (y, z)) = k =
F (k, z) = F (F (x, y), z).

4.2.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

4.2.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (y ∧ k, z ∧ k)) = k =
F (k, z) = F (F (x, y), z).
4.3. y ∈ (k, b],

4.3.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (y, z) = F (x ∧ y, z) = F (F (x, y), z).

4.3.2. If z ∈ (k, b], thenF (x, F (y, z)) = F (x, V (y, z)) = x∧V (y, z) =
V (y, z) = F (y, z) = F (x ∧ y, z) = F (F (x, y), z).

4.3.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, y) =
x ∧ y = y = y ∧ z = F (y, z) = F (x ∧ y, z) = F (F (x, y), z).
4.4. y ∈ (b, 1],

4.4.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (T (x, y), z) = F (F (x, y), z).

4.4.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, y ∧ z) = F (x, z) =
x ∧ z = z = T (x, y) ∧ z = F (T (x, y), z) = F (F (x, y), z).

4.4.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, T (y, z)) = T (x, T (y, z)) =
T (T (x, y), z) = F (T (x, y), z) = F (F (x, y), z).

4.5. y ∈ Ia,bk ,
4.5.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, V (y∧k, a)) = V (x, y∧

k) = k = F (k, z) = F (F (x, y), z).

4.5.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
k = F (k, z) = F (F (x, y), z).

4.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

5. Let x ∈ Ia,bk .
5.1. y ∈ [0, a),

5.1.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, S(y, z)) = V (x ∧
k, a) = x ∧ k = (x ∧ k) ∨ z = F (x ∧ k, z) = F (V (x ∧ k, a), z) =
F (F (x, y), z).
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5.1.2. If z ∈ [a, k), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, z) =
V (x ∧ k, z ∧ k) = F (x ∧ k, z) = F (V (x ∧ k, a), z) = F (F (x, y), z).

5.1.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (x ∧ k, z) = F (V (x ∧ k, a), z) = F (F (x, y), z).

5.1.4. If z ∈ Ia,bk , then F (x, F (y, z)) = F (x, V (a, z ∧ k)) = F (x, z ∧
k)V (x ∧ k, z ∧ k) = F (x ∧ k, z) = F (V (x ∧ k, a), z) = F (F (x, y), z).
5.2. y ∈ [a, k),

5.2.1. If z ∈ [0, a), then F (x, F (y, z)) = F (x, y ∨ z) = F (x, y) =
V (x ∧ k, y ∧ k) = V (x ∧ k, y ∧ k) ∨ z = F (V (x ∧ k, y ∧ k), z) =
F (F (x, y), z).

5.2.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
V (x∧ k, V (y ∧ k, z ∧ k)) = V (V (x∧ k, y ∧ k), z ∧ k) = F (V (x∧ k, y ∧
k), z) = F (F (x, y), z).

5.2.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (V (x ∧ k, y ∧ k), z) = F (F (x, y), z).
5.3. y ∈ (k, b],

5.3.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

5.3.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, V (y, z)) = k =
F (k, z) = F (F (x, y), z).

5.3.3. If z ∈ (b, 1], then F (x, F (y, z)) = F (x, y∧ z) = F (x, y) = k =
F (k, z) = F (F (x, y), z).
5.4. y ∈ (b, 1],

5.4.1. If z ∈ [0, a)∪ [a, k)∪ Ia,bk , then F (x, F (y, z)) = F (x, k) = k =
F (k, z) = F (F (x, y), z).

5.4.2. If z ∈ (k, b], then F (x, F (y, z)) = F (x, y∧ z) = F (x, z) = k =
F (k, z) = F (F (x, y), z).

5.4.3. If z ∈ (b, 1], thenF (x, F (y, z)) = F (x, T (y, z)) = k = F (k, z) =
F (F (x, y), z).

5.5. y ∈ Ia,bk ,
5.5.1. If z ∈ [0, a), thenF (x, F (y, z)) = F (x, V (y∧k, a)) = F (x, y∧

k) = V (x ∧ k, y ∧ k) = V (x ∧ k, y ∧ k) ∨ z = F (V (x ∧ k, y ∧ k), z) =
F (F (x, y), z).

5.5.2. If z ∈ [a, k)∪Ia,bk , thenF (x, F (y, z)) = F (x, V (y∧k, z∧k)) =
V (x∧ k, V (y ∧ k, z ∧ k)) = V (V (x∧ k, y ∧ k), z ∧ k) = F (V (x∧ k, y ∧
k), z) = F (F (x, y), z).

5.5.3. If z ∈ (k, b] ∪ (b, 1], then F (x, F (y, z)) = F (x, k) = k =
F (V (x ∧ k, y ∧ k), z) = F (F (x, y), z).

We have F (x, 0) = x∨ 0 = x for all x ∈ [0, k] and F (t, 1) = t∧ 1 = t
for all t ∈ [k, 1]. The commutativity of F is obvious from the definition of
F . Therefore, F is a nullnorm on L with the zero element k.
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The structure of the nullnorm F given in formula (5) can be summa-
rized Figure 1.

0 a k b 1 Ia,bk

a

k

b

1

Ia,bk

S(x, y)

x ∨ y

k

k

V (a, y ∧ k)

x ∨ y

V (x, y)

V (x, y)

k

V (x ∧ k, y ∧ k)

k

V (x, y)

V (x, y)

x ∧ y

k

k

k

x ∧ y

T (x, y)

k

V (x ∧ k, a)

V (x ∧ k, y ∧ k)

k

k

V (x ∧ k, y ∧ k)

Figure 27: The structure of the nullnorm F

Remark 3.10. Note that in Theorem 3, Ia = Ik = ∅. If a = 0 and Ia,bk = ∅
in the formula (5), the formula (5) coincides the formula (3). (Note that
the element b in the formula (5) corresponds the element a in formula (3)).
Therefore, Theorem 5 is more general thanTheorem 3.

Similarly, in Theorem 4, Ia = Ik = ∅. If b = 1 and Ia,bk = ∅ in the
formula (5), the formula (5) coincides the formula (4). Therefore,Theorem
5 is more general thanTheorem 4.

Example 3.11. Consider the bounded lattice (L1 = {0, a, b, c, d, k, 1},
≤, 0, 1) characterized in Figure 2 and the nullnorm V on [a, b] with zero
element k as in Table 1.
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1

b

c k d

a

0

Figure 28: Lattice diagram of L1.

V a b c d k
a a k a a k
b k b k k k
c a k a a k
d a k a a k
k k k k k k

Table 11: The nullnorm V on [a, b].

Considering the method in Theorem 5 and putting the nullnorm V on
[a, b] as in Table 1, the corresponding nullnorm F on L1 is obtained as in
Table 2 based onTheorem 5.

F 0 a b c d k 1
0 0 a k a a k k
a a a k a a k k
b k k b k k k b
c a a k a a k k
d a a k a k k k
k k k k a k k k
1 k k b k k k 1

Table 12: The nullnorm F obtained by the formula (5) in Theorem 5.

If we put T∧ = T and S∨ = S in Theorem 5 in the formula (5), the
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following construction method is obtained. The following method is an ex-
tension method of a nullnorm V on a subinterval [a, b] of a given bounded
lattice L to the whole lattice.

Corollary 3.12. Let L be a bounded lattice, a, b, k ∈ L \ {0, 1} with a <
k < b, S be t-conorm on [0, a], T be a t-norm [b, 1], V be a nullnorm on
[a, b] with the zero element k and comparable with a and b all elements of
L. Then the following function F1 : L2 → L is a nullnorm with the zero
element k on L, where

F1(x, y) =



V (x, y) (x, y) ∈ [a, b]2,

V (a, y ∧ k) (x, y) ∈ (0, a) × Ia,bk ,

V (x ∧ k, a) (x, y) ∈ Ia,bk × (0, a),

V (x ∧ k, y ∧ k) (x, y) ∈ ([a, k) ∪ Ia,bk ) × Ia,bk ∪ Ia,bk × [a, k),
x ∨ y (x, y) ∈ [0, a]2 ∪ [0, a) × [a, k) ∪ [a, k) × [0, a),
x ∧ y (x, y) ∈ [b, 1]2 ∪ (k, b] × (b, 1] ∪ (b, 1] × (k, b],
k otherwise.

(3.13)

In the following example, we show that Theorem 5 may not produce a
nullnorm on a bounded lattice L if Ia 6= ∅ or Ib 6= ∅.

Example 3.14. Consider the bounded lattice (L2 = {0, a, b, k, p, s, t, 1},

≤, 0, 1) characterized by the Hasse diagram in Figure 3, the nullnorm V on
[a, b].

1

b s

k t

a p

0

Figure 29: Lattice diagram of L2.

Therefore, it is clear that Ib 6= ∅ (s||b) since F (a, F (b, s)) ̸=
F (F (a, b), s),Theorem 5 does not work if Ia 6= ∅ or Ib 6= ∅.
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4 Concluding remarks
In this study, we proposed constructionmethods for nullnormses. There are
some known construction methods on bounded lattices using the existence
of some spesific aggregation functions, like t-norms and t-conorms in the
literature but according to our best knowledge, there is only one study to
construct a nullnorm from a given nullnorm and a t-norm (a t-conorm) on
sublattices. In this paper, we investigated how to extend a given nullnorm on
a subinterval to the whole lattice L. This construction method can be seen
asan extensionmethod for nullnorms on a bounded lattice by exploiting the
nullnorm V on a sublattice [a, b], when Ia = Ib = ∅.
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Abstract

This study is related to Srivastava-Singhal plinomialsG(α)
n (ν, p, ω, s).

Some generating functions for Srivastava-Singhal polynomialsG(α)
n (ν, p, ω, s)

are obtained. Some properties are given. Graphs are drawn for special
values.
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1 Introduction
The Srivastava Singhal polynomials G(α)

d (ν, p, ω, s) are defined by gener-
ating relation (see, [13], Eq. (3.2), p. 78)

∞∑
d=0

G
(α)
d (ν, p, ω, s) td = (1− st)

−α
s exp

{
wνp

[
1− (1− st)

− p
s

]}
(1.1)

where α > -1, s is a positive integer.
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It is from (1.1) that [13],

G
(α)
d (ν, p, ω, s) =

sd

d!

∞∑
j=0

ewν
p

(−w)j

j!

(
α+ pj

s

)
d

νpj (1.2)

=
sd

d!

∞∑
z=0

(−wνp)z

z!

x

z∑
j=0

(−1)
z−j

(
z

j

)(
α+ pj

s

)
d

where (ω)ϖ denotes the Pochhammer symbol defined by

(ω)ϖ =

{
Γ(ω+ϖ)
Γ(ω) = ω (ω + 1) . . . (ω +ϖ − 1) , ϖ = 1, 2, 3, . . .

(ω)0 = 1.

These polynomials are given by the following generating relation (see,
[1], pp.431):

∞∑
d=0

(
d+ h

d

)
G

(α)
d+h (ν, p, ω, s) t

d (1.3)

= (1− st)
−(α+hs)

s exp
{
wνp

[
1− (1− st)

− p
s

]}
xG

(α)
h

(
ν (1− st)

− 1
s , p, ω, s

)
.

Now our recall of the relationship ([14], p. 315, Eq. (83)):

Y αd (u; s) = s−dG
(α+1)
d (u, 1, 1, s) (α > −1; s = 1, 2, ...)

where Y αd (u; s) denotes the Konhauser biorthogonal polynomials (cf. [15,
16, 17, 18, 19]). In particular,

Y αd (ν; 1) = L
(α)
d (ν) = G(α+1)

n (ν, 1, 1, s) (1.4)
(α > −1; s = 1, 2, ...)

andThepolynomialsY αd (ν; 2)were previously encountered by Spencer and
Fano [20] in certain analytical calculations involving gamma-ray penetra-
tion of matter.

In Chapter 2, the sum expression of Srivastava Singhal polynomial
G

(α)
n (ν, p, ω, s) and some values and graphs corresponding to these values

will be given.
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In Chapter 3 we prove several theorems concerning different families of
generating functions for the polynomialsG(α)

n (ν, p, ω, s) using the method
studied by Chen and Srivastava [12].
In addition, in Chapter 4, as an application of these theorems, we present
some generating relations for the Srivastava-Singhal polynomialsG(α)

n (ν, p, ω, s)
which are given by (1.2). Some miscellaneous recurrence relations of the
Srivastava-Singhal polynomials given by (1.1) are given in the last section.

2 Some Properties of Srivastava Singhal Polyno-
mials

In this section, the sum expression will be given with the help of Srivastava
Singhal polynomials G(α)

n (ν, p, ω, s) theorem. Expressions corresponding
to some values of Srivastava Singhal polynomials G(α)

n (ν, p, ω, s) will be
given and the graphs of these expressions will be given.
Theorem 2.1. We have

G
(α1+α2)
d (ν, p, ω1 + w2, s) (2.2)

=

d∑
h=0

G
(α1)
d−h (ν, p, w1, s)G

(α2)
h (ν, p, w2, s) .

Proof. Replacing α by α1 + α2 and w by w1 + w2 in (1.1) we obtain

∞∑
d=0

G
(α1+α2)
d (ν, p, ω1 + w2, s) t

d

= (1− st)
− (α1+α2)

s exp
{
(ω1 + w2) ν

p
[(

1− (1− st)
− p
s

)]}
= (1− st)

−α1
s exp

{
w1ν

p
[
1− (1− st)

− p
s

]}
× (1− st)

−α2
s exp

{
w2ν

p
[(

1− (1− st)
− p
s

)]}
=

∞∑
d=0

G
(α1)
d (ν, p, ω1, s) t

d
∞∑
h=0

G
(α2)
h (ν, p, ω2, s) t

h

=

∞∑
d=0

d∑
h=0

G
(α1)
d−h (ν, p, ω1, s)G

(α2)
h (ν, p, ω2, s) t

d.

Matching the coefficients of the first and last members yields the desired
identity (2.2).
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A few of Srivastava Singhal polynomials G(α)
n (ν, p, ω, s) defined (1.1)

and (1.2) are:

G
(α)
0 (ν, 1, 1, 1) = 1,

G
(α)
1 (ν, 1, 1, 1) = −ν + α,

G
(α)
2 (ν, 1, 1, 1) =

1

2

[
ν2 − ν (2α+ 2) + α2 + α

]
,

G
(α)
3 (ν, 1, 1, 1) =

1

6

[
−ν3 + 3ν2 (α+ 2)− 3ν

(
α2 + 3α+ 2

)
+ α3 + 3α2 + 2α

]
.

The following shows the graphs of these polynomials (up to (n, s) =
(1, 1)) in special case α = 0, 1, 2, 3, 4 are shown below:

Figure 30:
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The following shows the graphs of these polynomials (up to (n, s) =
(2, 1)) in special case α = 0, 1, 2, 3, 4 are shown below:

Figure 31:

The following shows the graphs of these polynomials (up to (n, s) =
(3, 1)) in special case α = 0, 1, 2, 3, 4 are shown below:

Figure 32:

3 Generating Functions
This section discuss several substantial families of bilinear and bilateral gen-
erating functions for the multivariable multiparameter Srivastava-Singhal
polynomialsG(α)

n (ν, p, ω, s) in (1.2). By using the similar method consid-
ered in (see, [2, 3, 4, 5, 6, 7, 8, 9, 10, 11])
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Our starting point is the theorem below.
Theorem 3.1. Let

Πµ,ϱ [y1, ..., yr; ξ] :=

∞∑
d=0

adφµ+ϱd(y1, ..., yr)ξ
d, (ad 6= 0) .

Suppose also that

Θµ,ϱh,p (ν, p, ω, s; y1, ..., yr; ξ)

: =

[h/p]∑
d=0

adG
(α)
h−pd (ν, p, ω, s)φµ+ϱd(y1, ..., yr)ξ

d.

Then
∞∑
h=0

Θµ,ϱh,p

(
ν, p, ω, s; y1, ..., yr;

η

tp

)
th

= (1− st)
−α
s exp

{
wνp

[
1− (1− st)

− p
s

]}
Πµ,ϱ [y1, ..., yr; η] .(3.2)

Proof. Let S denotes the left side (3.2). Then we find

S =

∞∑
h=0

[h/p]∑
d=0

adG
(α)
h−pd (ν, p, ω, s)φµ+ϱd(y1, ..., yr)η

dth−pd. (3.3)

Now, setting h→ h+ pd in (3.3), we obtain

S =

∞∑
h=0

∞∑
d=0

adG
(α)
h (ν, p, ω, s)φµ+ϱd (y1,. . . , yr) η

dth.

Then by the generating relation (1.1), we find

S = (1− st)
−α
s exp

{
wνp

[
1− (1− st)

− p
s

]}
Πµ,ϱ [y1,. . . , yr; η] .

Theorem 3.4. Let

Λ
α1,α2

n,q,µ,ψ (ν, p, ω1 + ω2, s; y1, . . . , yr; t)

: =

[n/q]∑
d=0

adG
(α1+α2)
n−qd (ν, p, ω1 + ω2, s)φµ+ϱd (y1, . . . , yr) t

d
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where ad 6= 0, n, q ∈ N and the notation [n/q] means the largest integer
that is less than or equal to n/q.

Then, for q ∈ N, we have

n∑
d=0

[d/q]∑
l=0

alG
(α1)
n−d (ν, p, ω1, s)G

(α2)
d−ql (ν, p, ω2, s)φµ+ϱl (y1, . . . , yr) z

l(3.5)

= Λα1,α2
n,q,µ,ϱ (ν, p, ω1 + ω2, s; y1, . . . , yr; z)

provided that every member of (3.5) exists.

Proof. Let ∆ denote the first member of the assertion (3.5) of Theorem
3.4. Then, upon subsituting for the polynomialsG(α1+α2) (ν, p, ω1 + ω2, s)
from the (2.2) into the left-hand side of (3.5), we obtain

∆ =

n∑
d=0

[d/q]∑
l=0

alG
(α1)

n−d (ν, p, ω1, s)G
(α2)

n−ql (ν, p, ω2, s)φµ+ϱl (y1, . . . , yr) z
l

=

[n/q]∑
l=0

n−ql∑
d=0

alG
(α1)

n−d−ql (ν, p, ω1, s)G
(α2)

d (ν, p, ω2, s)φµ+ϱl (y1, . . . , yr) z
l

=

[n/q]∑
l=0

al

n−ql∑
d=0

G
(α1)

n−d−ql (ν, p, ω1, s)G
(α2)

d (ν, p, ω2, s)

φµ+ϱl (y1, . . . , yr) z
l

=

[n/q]∑
l=0

alG
(α1+α2)

n−ql (ν, p, ω1 + ω2, s)φµ+ϱl (y1, . . . , yr) z
l

= Λ
α1,α2
n,q,µ,ψ (ν, p, ω1 + ω2, s; y1, . . . , yr; z) .

Theorem 3.6. Let

εm,h,µ,d [ν, p, ω, s; y1, . . . , yr; z]

: =

∞∑
u=0

auG
(α)
m+hu (ν, p, ω, s)φµ+du (y1, . . . , yr) z

u,

where au 6= 0 and

Ξm,h,µ (y1, . . . , yr; z) :=

[u/h]∑
δ=0

(
m+ u

u− hδ

)
aδφµ+dδ (y1, . . . , yr) z

δ.
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Then, for h, µ ∈ N; we have
∞∑
u=0

G
(α)
m+u(ν, p, ω, s)Ξm,d,h(y1, . . . , yr; z)t

u

= (1− st)
− (α+ms)

s exp
{
ωνp

[
1− (1− st)

− p
s

]}
×εm,h,µ,d

[
ν (1− st)

− 1
s , p, ω, s; y1, . . . , yr; z

(
t

1− st

)h]
.(3.7)

Proof. Let κ denote the first member of the assertion (3.7) of proposition
3.6. Then,

κ =

∞∑
u=0

G
(α)
u+m (ν, p, ω, s)

[u/h]∑
δ=0

(
m+ u

u− hδ

)
ajφµ+dδ (y1, . . . , yr) z

δtu.

Replacing u by u+ hδ and then using (3.7 ), we may write that

κ =

∞∑
u=0

∞∑
δ=0

(m+ u+ hδ

u

)
G

(α)
u+m+hδ (ν, p, ω, s) aδφµ+dδ (y1, . . . , yr) z

δ
t
u+hδ

=

∞∑
δ=0

( ∞∑
u=0

(m+ u+ hδ

u

)
G

(α)
u+m+hδ (ν, p, ω, s) t

u

)
aδφµ+dδ (y1, . . . , yr)

(
zt
h
)δ

=

∞∑
δ=0

aδ (1 − st)
− (a+hδs+mu)

s exp
{
ων

c
[
1 − (1 − st)

− p
s

]}
×G

(α)
m+hδ

(
ν (1 − st)

− 1
s , p, ω, s

)
φµ+dδ (y1, . . . , yr)

(
zt
h
)δ

= (1 − st)
− (a+ms)

s exp
{
ων

c
[
1 − (1 − st)

− p
s

]}
×

∞∑
δ=0

aδG
(α)
m+hδ

(
ν (1 − st)

− 1
s , p, ω, s

)
φµ+dδ (y1, . . . , yr)

(
zth

(1 − st)h

)δ

= (1 − st)
− (a+ms)

s exp
{
ων

c
[
1 − (1 − st)

− p
s

]}
×εm,h,µ,d

[
ν (1 − st)

− 1
s , p, ω, s; y1, . . . , yr; z

(
t

1 − st

)h]
,

the end of the proof.

4 Special Cases
Further applications of the above theorems can be made by expressing the
multivariable functions φµ+ϱd

(
y1, . . .,yr

)
, d ∈ N0, r ∈ N, in terms of

simpler functions of one and more variables. We first set

φµ+ϱd
(
y1, . . .,yr

)
= Θ

(α)
µ+ϱd

(
y1, . . .,yr

)
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inTheorem 3.1, where the multivarible polynomials extension of the multi-
variable polynomials φ(α)

µ+ϱd

(
y1, . . .,yr

)
[3], generated by

(1− ν1z)
−α

e(ν2+...+νr)z =

∞∑
n=0

Θ(α)
n (ν1, . . . , νr) z

n (4.1)

(
|z| < |ν1|−1

)
.

This leads to the following result. It gives a class of bilateral generating
functions for the multivariable extension of the multivariable polynomials
Θ

(α)
µ+ϱd (ν1, . . . , νr) and the Srivastava-Singhal polynomials.

Corollary 4.2. If

Πµ,ϱ [y1, ..., yr; ξ] : =

∞∑
d=0

adΘ
(α)
µ+ϱd

(
y1, . . .,yr

)
ξd

(ad 6= 0, µ, ϱ ∈ C) ,

then, we have

∞∑
h=0

[h/p]∑
d=0

adG
(α)
h−pd (ν, p, ω, s)Θ

(α)
µ+ϱd

(
y1, . . .,yr

) ξd
tpd

th

= (1− st)
−α
s exp

{
wνp

[
1− (1− st)

− p
s

]}
Πµ,ϱ [y1, ..., yr; ξ] .

Remark 4.3. Using the generating relation (4.1) for the multivariable poly-
nomials Θ(α)

µ+ϱd

(
y1, . . .,yr

)
and getting ad = 1, µ = 0, ϱ = 1 in Corollary

4.2, we find that

∞∑
h=0

[h/p]∑
d=0

G
(α)
h−pd (ν, p, ω, s)Θ

(α)
d

(
y1, . . .,yr

)
ξdth−pd

= (1− st)
−α
s exp

{
wνp

[
1− (1− st)

− p
s

]}{
(1− y1ξ)

−α
e(y2+...+yr)ξ

}
,(

|ξ| < |y1|−1
)
.

If we set r = 1, y1= y and

φµ+ϱd (y) = G
(α3)
µ+ϱd (y, c, q3,w)

in Theorem 3.4, we have the following bilinear generating functions for the
Srivastava Singhal polynomials.
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Corollary 4.4. If

Λα1,α2
n,q,µ,ϱ

(
ν, p, ω1 + ω2,s; y, c, q3,w; t

)
: =

[n/q]∑
d=0

adG
(α1+α2)
n−qd (ν, p, ω1 + ω2,s)G

(α3)
µ+ϱd (y, c, q3,w) td

where ad 6= 0, µ, ϱ ∈ C. Then, we get

n∑
d=0

[d/q]∑
l=0

alG
(α1)
n−d (ν, p, ω1, s)G

(α2)
d−ql (ν, p, ω2, s)G

(α3)
µ+ϱl (y, c, q3,w) zl(4.5)

= Λα1,α2
n,q,µ,ϱ (ν, p, ω1 + ω2, s; y, c, q3,w; z)

provided that there are any number of (4.5).
Remark 4.6. If we take al = 1, µ = 0, ϱ = 1, q = 1, z = 1, y = ν,
c = p, q3 = ω3,w = s and then use the relation (2.2) for Srivastava Singhal
polynomials in Corollary 4.4, we have

n∑
d=0

d∑
l=0

G
(α1)
n−d (ν, p, ω1, s)G

(α2)
d−l (ν, p, ω2, s)G

(α3)
l (ν, p, ω3, s)

=

n∑
d=0

G
(α1)
n−d (ν, p, ω1, s)

d∑
l=0

G
(α2)
d−l (ν, p, ω2, s)G

(α3)
l (ν, p, ω3, s)

=

n∑
d=0

G
(α1)
n−d (ν, p, ω1, s)G

(α2+α3)
d (ν, p, ω2 + ω3, s)

= G(α1+α2+α3)
n (ν, p, ω1 + ω2 + ω3, s) .

So we get a family of bilateral generating functions for the generalized
Cesàro polynomials and the Srivastava-Singhal polynomials as follows:
Corollary 4.7. If

εm,h,µ,d [ν, p, ω, s;λ, y; z] :=

∞∑
u=0

auG
(α)
m+hu(ν, p, ω, s)g

(σ)
µ+du (λ, y) z

u

(au 6= 0, m ∈ N0, µ, d ∈ C)

and

Ξm,d,h (λ, y; z) :=

[u/h]∑
δ=0

(
m+ u

u− hδ

)
aδg

(σ)
δ (λ, y) zδ
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where d, h ∈ N, then we have

∞∑
u=0

G
(α)
m+u(ν, p, ω, s)Ξm,d,h(λ, y; z)t

u

= (1− st)
− (α+ms)

s exp
{
ωνp

[
1− (1− st)

− p
s

]}
×εm,h,µ,d

[
ν (1− st)

− 1
s , p, ω, s;λ, y; z

(
t

1− st

)h]
(4.8)

on the condition that each member (4.8) exists.
Note that the statements ofTheorem 3.1,Theorem 3.4,Theorem 3.6 can

be applied to obtain many different families of multilinear and multilateral
generating functions for the Srivastava Singhal polynomials, for any appro-
priate choice of the coefficients ak (k ∈ N0), if the multivariable functions
φµ+ψk (y1, . . . , yr), r ∈ N, are expressed as an appropriate product of sev-
eral simpler relative functions.

5 Recurrence Relations
Wewill nowdiscuss somemiscellaneous recurrence relations of the Srivastava-
Singhal polynomials given by (1.1). If we differentiate each member of the
generating function relation (1.1) with respect to ν and using

∞∑
d=0

∞∑
h=0

P (h, d) =

∞∑
d=0

d∑
h=0

P (h, d− h) ,

gives the following (differential) recurrence relation for the Srivastava Sing-
hal polynomials given explicitly by (1.1):

∂

∂ν
G

(α)
d (ν, p, ω, s) = ωpνxp−1G

(α)
d (ν, p, ω, s) (5.1)

−ωpνp−1
d∑

m=0

(p
s

)
m

sm

m!
G

(α)
d−m (ν, p, ω, s) .

Using the relation (1.4) and getting α → α + 1, p = ω = s = 1 in (5.1).
The (differential) recurrence relation for Laguerre polynomials is

d

dν
L
(α)
d (ν) = L

(α)
d (ν)−

d∑
m=0

L
(α)
d−m(ν).
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Similarly, the special case α→ α+1, p = ω = 1 of (5.1). For the biorthog-
onal Konhauser polynomials we have the following (differential) recurrence
relation

d

dν
Y

(α)
d (ν; s) = Y

(α)
d (ν; s)−

d∑
m=0

(
1

s

)
m

1

m!
Y

(α)
d−m(ν; s).

Another recurrence relation for these polynomials is obtained by differen-
tiating each number of the generating functions of the relation (1.1) with
respect to t,:

(d+ 1)G
(α)
d+1(ν, p, ω, s) = α

d∑
m=0

smG
(α)
d−m (ν, p, ω, s) (5.2)

−ωpνp
d∑
v=0

(p
s
+ 1
)
v

sv

v!
G

(α)
d−m (ν, p, ω, s) .

If we choose α → α + 1, p = ω = s = 1 in (5.2), we get the following
recurrence relation for the Laguerre polynomials:

(d+ 1)L
(α+1)
d+1 (ν) = (α+ 1)

d∑
m=0

L
(α+1)
d−m (ν)− ν

d∑
v=0

(v + 1)L
(α+1)
d−v (ν).

Writing v instead ofm; we may write that

(d+ 1)L
(α+1)
d+1 (ν) =

d∑
v=0

(α+ 1− νv − ν)L
(α+1)
d−v (ν).

Finally, if we make α→ α+ 1, p = ω = 1 in (5.2), we obtain establish
the following recurrence relation for the biorthogonal Konhauser polyno-
mials:

(d+ 1)Y α+1
d+1 (ν; s) = (α+ 1)

d∑
m=0

smY α+1
d−m(ν; s)

−ν
d∑
p=0

(
1

s
+ 1

)
p

sp

p!
Y α+1
d−p (ν; s).

References
[1] Srivastava H. M. & Manocha H. L.(1984). A Treatise on Generating

Functions. Halsted Press (Ellis Horwood Limited, Chichester), John
Wiley and Sons, New York.

197



A Note OnThe Srıvastava Sınghal ...

[2] Altın A. & Erkuş E. (2006). On a multivariable extension of the
Lagrange-Hermite polynomials. Integral Transforms and Special
Functions. 17(4), 239-244.

[3] ÖzmenN.&Erkus-Duman E. (2013). Some results for a family ofmul-
tivariable polynomials. AIP Conf. Proc. 1558, 1124-1127.

[4] Özmen N. & Erkus-Duman E. (2015). On the Poisson-Charlier poly-
nomials. Serdica Math. J. 41, 457-470.

[5] Aktaş R. & Erkus-Duman E. (2013). On a family of multivariate mod-
ifed Humbert polynomials. The Scientic World Journal, page 12.

[6] Özmen N. & Erkus-Duman E. (2018). Some families of generating
functions for the generalized Cesáro polynomials. J. Comput. Anal.
Appl. 25(4), 670-683.

[7] Erkuş E. & Srivastava H. M. (2006). A unified presentation of
some families of multivariable polynomials. Integral Transforms Spec.
Funct. 17, 267-273.

[8] Srivastava H. M., Özarslan M. A. & Kaanoğlu C. (2013). Some Gener-
alized Lagrange-Based Apostol-Bernoulli, Apostol-Euler and Apostol-
Genocchi polynomials. Russian Journal of Mathematical Physics.
20(1), 110-120.

[9] Korkmaz-Duzgun D. & Erkuş-Duman E. (2018).The Laguerre type d-
orthogonal polynomials. Journal of Science and Arts. 1(42) , 95-106.

[10] Özmen N. & Çin Y. (2017). On The Konhauser biorthogonal polyno-
mials. Turk. J. Math. Comput. Sci. 7, 48-55.

[11] Aktaş R. & Erkuş-Duman E. (2013).The Laguerre polynomials in sev-
eral variables. Mathematica Slovaca. 63(3), 531-544.

[12] Chen K.-Y. & Srivastava H. M. (2005). Series identities and associated
families of generating functions. J. Math. Anal. Appl. 311, 582-599.

[13] Srivastava H. M. & Singhal J. P. (1971). A class of polynomials defined
by generalized Rodrigues’ formula, Ann.Mat. PuraAppl., 90(1), 75-85.

[14] Srivastava H. M. & Lavoie J.-L. (1975). A certain method of obtaining
bilateral generating functions. Indagationes Mathematicae (Proceed-
ings). 78(4), 304-320.

[15] Konhauser J. D. E. (1965) Some properties of biorthogonal polynomi-
als. J. Math. Anal. Appl. 11, 242-260.

198



Recent Developments in Mathematics

[16] Konhauser J. D. E. (1967). Biorthogonal polynomials suggested by the
Laguerre polynomials. Pasific J. Math. 21(2), 303-314.

[17] Samanta K. P. & Samanta B. (2015). On bilateral generating functions
of Konhauser Biorthogonal polynomials. Universal Journal of Applied
Math. 3(2), 18-23.

[18] Preiser S. (1962). An investigation of biorthogonal polynomials deriv-
able from ordinary differential equations of the third order. J. Math.
Anal. Appl. 4, 38-64.

[19] Srivastava H. M. (1982). Some biorthogonal polynomials suggested by
the Laguerre polynomials. Pacific J. Math. 98(1), 235-250.

[20] Spencer L. & Fano U. (1951). Penetration and diffusion of X-rays. Cal-
culation of spatial distribution by polynomial expansion, J. Res. Nat.
Bur. Standards, 46(6), 446-461.

199



16. ON BALANCING NUMBERS AND
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Abstract

This paper aims to give a new approach coding theory via the well-
knownbalancingnumbers. Additionally, it describes howerror-correcting
codes are designed and implemented, and how these codes contribute
to the robustness of the system.
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1 Introduction
Coding theory and cryptography are often thought to mean the same thing.
Coding theory is concerned with encoding information into different sym-
bols. Cryptography, on the other hand, uses codes to create messages that
only certain people can read. Cryptographers work on strategies to make
it difficult for those without additional information to ”break” the codes.
Coding theory, however, ignores the question of who can access the code
and how secret it can be. The primary goal of the theory is to detect and
correct errors in your code [12, 3].

Coding theory is focused on the transmission of data over noisy channels
and the restoration of corrupted messages in the process. The concept of a

https://orcid.org/0000-0001-7873-1979
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noisy channel can be defined as small alterations or distortions that may
occur in the message [4].

In 1996, NASA sent the Pathfinder robot to explore the surface of Mars.
This robot attempted to send reliable, raw information to a world hundreds
of millions of kilometers away using radio waves powerful enough to light a
simple bulb. This transmission of information was made possible through
coding theory, which combines computer science and mathematical struc-
ture [1]

Claude Shannon’s work titled A Mathematical Theory of Communica-
tion published in 1948, established a solid foundation for the theory and
popularized it [11]. This study mathematically demonstrated that a noisy
communication channel has a numerical value called channel capacity, and
with appropriate coding and decoding techniques, reliable communication
can be achieved at or below the channel capacity. However, while Shan-
non’s proof suggested the existence of suitable coding, it did not provide a
clear method for how to achieve this. Subsequently, coding theory evolved
with research on how to perform good coding. The first steps were taken by
Richard W. Hamming, who published the details of his research on error-
correcting codes. Coding theory then grew rapidly over a little more than
half a century, attracting the interest of not only electronic engineers and
computer scientists but also mathematicians [1].

In recent years, a new concept in integer sequences, known as Balancing
numbers, first appeared when Behera and Panda [2] were investigating in-
teger solutions of a first-degree Diophantine equation. They discovered the
Balancing numbers ”n” and the cobalancing numbers ”r”.

1 + 2 + · · ·+ (n− 1) = (n+ 1) + (n+ 2) + · · ·+ (n+ r).

For example, Balancing numbers such as 6, 35, 204, 1189, 6930, and their
corresponding cobalancing numbers 2, 14, 84, 492, 2870 have been identi-
fied.

Definition1.1. TheBalancing sequence, with initial conditionsB0 = 0, B1 =
1, satisfies the following recurrence relation
[1, 5]:

Bn+1 = 6Bn −Bn−1, n ≥ 1

The sequence {Bn} = {0, 1, 6, 35, 204, 1189, 6930, 40391, 235416 . . . } is
cataloged as OEIS A001109[10]. The closed-form or Binet’s formula for the
sequence is defined as:
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Bn =
λn1 − λn2
λ1 − λ2

,

where λ1 = 3 +
√
8 and λ2 = 3−

√
8.

The auxiliary matrix that gives the balancing numbers is a 2x2 matrix
[9].

B =

(
6 1
−1 0

)
=

(
B2 B1

−B1 B0

)
.

Since det(B) = 1, it is suitable for use in coding theory applications:

Bn =

(
Bn+1 Bn
−Bn Bn−1

)
.

Definition 1.2. TheLucasbalancing sequenceCn is definedwith initial con-
ditions C1 = 3, C2 = 17 and the recurrence relation
[9, 6].

Cn+1 = 6Cn − Cn−1, n ≥ 2.

TheLucas-balancingnumbers share the same recurrence relation as the nalanc-
ing numbers but with different initial conditions. The Binet’s formula for the
Lucas Balancing numbers is given by:

Cn =
λn1 + λn2

2
.

The balancing and Lucas balancing sequences can also be defined for nega-
tive indices as follows:

B−n = 6B−n+1 −B−n+2 = −Bn,
C−n = 6C−n+1 − C−n+2 = Cn.

Furthermore, the recurrence relation between theBalancing andLucas-balancing
sequences is given by:

Cn+1 = 3Cn − 8Bn, n ≥ 0.

Behera and Panda defined the following limits:

lim
n→∞

Bn+1

Bn
= 3 +

√
8,

lim
n→∞

Cn+1

Cn
= 3 +

√
8,

where λ1 = 3 +
√
8 and λ2 = 3−

√
8.
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In Ray’s (2015) paper, the matrix S =

(
3 8
1 3

)
is defined. For the Bal-

ancing sequence {Bn} and the Lucas Balancing sequence {Cn}, for all in-
tegers n, Ray gave the following relation:

Sk =

(
Ck 8Bk
Bk Ck

)
.

Theorem 1.3. For the Balancing sequence {Bn} and the Lucas Balancing
sequence {Cn}, we have:

S−k =

(
Ck −8Bk
−Bk Ck

)
.

Proof. Since Sk =

(
Ck 8Bk
Bk Ck

)
and det(S) = 1, we obtain:

S−k =
1

det(S)

(
Ck −8Bk
−Bk Ck

)
=

(
Ck −8Bk
−Bk Ck

)
.

Theorem 1.4. For the Balancing sequence {Bn} and the Lucas Balancing
sequence {Cn}, we have:

lim
n→∞

Cn
Bn

=
√
8.

Proof. Dividing both sides of the equation Cn+1 = 3Cn − 8Bn by Cn:

Cn+1

Cn
= 3− 8Bn

Cn
.

Taking the limit as n approaches infinity on both sides of the equation:

lim
n→∞

Cn+1

Cn
= 3 + 8 lim

n→∞

Bn
Cn

.

Using the relation from equation (3):

lim
n→∞

Cn+1

Cn
= 3 +

√
8.

Therefore, we obtain:

lim
n→∞

Cn
Bn

=
√
8.
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2 Coding Algorithm
Let us place our message into a matrix M by replacing the space between
two words with the symbol ”!”. We then divide themessagematrix into 2×2
blockmatricesMi. For an arbitrary number k, we create thematrix Sk. The
message matrix for an arbitrary number n is obtained using the Table 1.

A B C D E
n n+1 n+2 n+3 n+4
F G H I J
n+5 n+6 n+7 n+8 n+9
K L M N O
n+10 n+11 n+12 n+13 n+14
P Q R S T
n+15 n+16 n+17 n+18 n+19
U V W X Y
n+20 n+21 n+22 n+23 n+24
Z , ! 0 ?
n+25 n+26 n+27 n+28 n+29

Table 13: Alphabet Table

The encodedmessagematrix is found asE =M×Sn. Since detS = 1,
the operation can easily be reversed.

detE = det(M × Sk) = detM × detSk = detM × 1 = detM

Given:

Mi =

[
mi

1 mi
2

mi
3 mi

4

]
Sk =

[
Ck 8Bk
Bk Ck

]
Ei =

[
ei1 ei2
ei3 ei4

]

E =M × Sk =

[
m1 m2

m3 m4

]
×
[
Ck 8Bk
Bk Ck

]
=

[
e1 e2
e3 e4

]
From this, the following equalities are obtained. It can be easily seen that
e1, e2, e3, e4 ≥ 0 since the elements of the message matrix and the S matrix
are positive.
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e1 = m1 · Ck +m2 ·Bk ≥ 0 (1)

e2 = m1 · 8Bk +m2 · Ck ≥ 0 (2)

e3 = m3 · Ck +m4 ·Bk ≥ 0 (3)

e4 = m3 · 8Bk +m4 · Ck ≥ 0 (4)

If (2) is divided:

Ck
8Bk

≤ e1
e2

≤ Bk
Ck

FromTheorem 1:

e2
e1

≈
√
8

Similarly:

e4
e3

≈
√
8

e1
e3

=
e2
e4

=
m1 +m2

m3 +m4
.

Decoding Algorithm
The message matrixM is obtained by multiplying the encoded matrix

E by the matrix S−k:

M = E × S−k =

[
e1 e2
e3 e4

]
×
[
Ck −8Bk
−Bk Ck

]
=

[
m1 m2

m3 m4

]
If detM = detE, it is understood that the message was received without
errors. Otherwise, error correction is applied.

Error Correction Let’s assume there is a single error:

E′ =

[
a e2
e3 e4

]
Here, a is the corrupted element of the message. The corrupted element can
be corrected using:

a · e4 − e3 · e2 = detC

Similarly, if b, c, or d are corrupted elements, the error is corrected as follows:
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E′ =

[
e1 b
e3 e4

]
, E′ =

[
e1 e2
c e4

]
, E′ =

[
e1 e2
e3 d

]
Now, let’s consider the case of a double error:

E′ =

[
a b
e3 e4

]
Let a and b be the corrupted elements of the message. Since b/a ≈

√
8, the

double error can also be corrected. Now, consider the case of a triple error:

E′ =

[
a b
c e4

]
Using similar reasoning, b/a ≈

√
8 and c/e4 ≈

√
8, and with the equa-

tion a · e4− b · c = detC , solutions for triple errors can be found. There are
16 possible cases (24 = 16). If all elements are correct, no error correction
is needed. If all elements of the message are found to be incorrect, it means
that 93.33% (14/15 = 0.9333) of the errors have been corrected.

3 Illustrative Application

Let our message be ”MERHABANASILSIN” Here, we will replace the space
with the ”!” symbol.

M =


M E R H
A B A !
N A S I
L S I N


4×4

We can divide the 4x4matrixM into blockmatricesMi (where 1 ≤ i ≤
4) from left to right, each with a size of 2x2:

M1 =

[
M E
A B

]
, M2 =

[
R H
A !

]
, M3 =

[
N A
L S

]
, M4 =

[
S I
I N

]
Let our arbitrary value of n be 5. In this case, we can find the corresponding
numbers for our message using the alphabet table.
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M E R H A B A !
17 9 22 12 5 6 5 32
N A S I L S I N
18 5 23 13 16 23 13 18

Table 14: Sample Message Matrix Values

M1 =

[
17 9
5 6

]
,M2 =

[
22 12
5 32

]
,M3 =

[
18 5
16 23

]
,M4 =

[
23 13
13 18

]
For the arbitrary value k = 6, the following is found:

S6 =

[
C6 8B6

B6 C6

]
=

[
3 8
1 3

]6
=

[
19601 55440
6930 19601

]

E1 =M × S6 =

[
17 9
5 6

]
×
[
19601 55440
6930 19601

]
=

[
395587 1118889
139585 394806

]
The determinant detE = 57 is sent to the recipient along with the ma-

trix by adding a column at the beginning of the matrix. The matrix sent
is:

E∗
1 =

 5 395587 1118889
6 139585 394806
57 0 0


Similarly, the matricesM2,M3, andM4 are also sent to the recipient. A

stronger result is obtained if different values of n and k are chosen for each
process. Tables must be referenced in the text with their table number.

Decoding
Thematrix E∗

1 is given as:

E∗
1 =

 5 395587 1118889
6 139585 394806
57 0 0


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From the first column of the matrixE∗
1 , the values n = 5 and k = 6 are

found.
The value of S−6 is found as follows:

S−6 =

[
C6 −8B6

−B6 C6

]
=

[
3 −8
−1 3

]6
=

[
19601 −55440
−6930 19601

]

M = E×S−6 =

[
395587 1118889
139585 394806

]
×
[
19601 −55440
−6930 19601

]
=

[
17 9
5 6

]
Since detE = detM , it is understood that themessagewas receivedwithout
errors. When n = 5, using the alphabet table: 17 = M, 9 = E, 5 = A, and 6 =
B are found. Thus:

M1 =

[
17 9
5 6

]
=

[
M E
A B

]
Similarly, theM matrix is constructed using the block matrices.

4 RESULTS
A coding method using a matrix S that involves the relationship between
balancing numbers and Lucas-balancing numbers forms the basis of the
algorithm. This coding method is based on matrix multiplication, a well-
known algebraic operation widely applied in modern computers. The fun-
damental practical feature of this method lies in its ability to detect errors in
large units of information, especially within the matrix elements. The ele-
ments of the initial matrixM , and therefore the elements of the code matrix
E, can be numbers with unlimited values. This theoretically means that an
unlimited number of values can be adjusted with this coding method. The
correction power of this method is approximately 93%.
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17. A REVIEW OF MATHEMATICAL
MODELS OF WOUND HEALING

PROCESS
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Abstract

A wound is a disruption of skin integrity due to trauma or dis-
ease. Wound healing involves the formation of new healthy tissue to
replace damaged tissue. It generally occurs in four stages: hemosta-
sis, inflammation, proliferation, and remodelling. These stages may
vary according to the location of the wound. In this study, we intend
to provide a brief overview of the mathematical models of the wound
healing process. In this context, we present the mathematical mod-
els that describe the four stages of wound healing. Additionally, this
review presents ordinary differential equation models that compare
normal and diabetic healing in full-thickness wounds and investigate
the relationship between slough (dead tissue) and wound in chronic
healing conditions.

Keywords. Mathematical models of wound healing process, Ordinary
differential equations
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1 Introduction
Thedisruption of the integrity of the skin is termed awound [1]. In daily life,
many individuals experience wounds due to physical impacts on the body,
which typically heal within a reasonable timeframe. However, the healing

https://orcid.org/0000-0002-6417-4929
ridvanyaprak@ktu.edu.tr


Recent Developments in Mathematics

rate of some wounds can be very slow, and in some scenarios, no healing
occurs. Wound healing is the process through which damaged tissue is re-
placed with new healthy tissue [1, 2] The wound healing process is intri-
cate and dynamic, progressing through defined stages. Generally, it unfolds
in four stages, and these stages can vary based on the wound site and cir-
cumstances [3]. The stages of this healing process are known as hemostasis,
inflammation, proliferation, and remodeling, sequentially.

The initial phase of the wound healing process, known as the hemosta-
sis phase, starts right after the injury, during which the body’s first phys-
iological responses to halt bleeding occur. During the second phase, the
inflammatory phase (lasting 2-3 days for skin wounds), inflammatory cells
are dispatched to the site of the injury. Neutrophils are the first respon-
ders to the wound site, where they remove damaged and dead tissue. Sub-
sequently, monocyte cells arrive at the wound and initiate macrophage for-
mation. Macrophages play a pivotal role in wound healing, aiding in phago-
cytosis and antimicrobial defense during the inflammation phase. The in-
flammation phase concludes with the entry of the last lymphocyte cells to
the wound. The third phase, the proliferation phase (occurring 3-10 days for
skin wounds), marks the onset of granulation tissue formation, a key indica-
tor of wound healing. At this juncture, fibroblast cells migrate from adjacent
healthy tissues towards the wound site. Meanwhile, endothelial cells draw
blood fromhealthy venules near thewound and develop new capillaries. Ep-
ithelial cells move towards each other from different directions, facilitating
granulation formation. The fourth phase, the remodeling stage (spanning
from 21 days to 1 year for skin wounds), involves collagen build-up in the
wound and a resultant decrease in wound tension and surface area [3]. The
stages of the healing process are discussed in detail in [2, 4, 5].

Wounds are classified into two categories, acute and chronic, based on
their healing duration [6]. Acute wounds typically heal quickly and with
fewer complications, whereas chronic wounds have an interrupted healing
process, adversely affecting the individual’s quality of life [1, 6]. Moreover,
treating chronic wounds imposes a substantial financial burden on health-
care systems [7, 8]. In chronicwounds, where healing is prolonged, a barrier-
forming tissue called slough develops, hindering wound recovery [9]. Par-
ticularly in the case of chronic wounds, this necrotic tissue must be period-
ically removed and the wound area cleansed. This removal process, known
as debridement [10], is also performed for acute wounds, typically just once
to clean the wound site [11]. Serial debridement, which can be employed
using various techniques, significantly enhances the wound healing process
[12, 13, 14, 15].

This brief review introduces amathematicalmodel for each stage of heal-
ing [16, 17]. Furthermore, it covers an ordinary differential equation model

211



A Rewiew Of Mathematical Models ...

describing the interaction between the wound and the slough [18]. Lastly,
an ordinary differential equation model that investigates the healing pro-
cesses in full-thickness wounds for both normal and diabetic cases is pre-
sented [19].

2 Mathematical Models of Healing Stages

This section presents a mathematical model for each stage of the healing
process.

2.1 Homeostasis Phase: Mathematical Modelling of Blood
Coagulation

Blood coagulation is a crucial phase within hemostasis where solid clots are
created. This process is vital for hemostasis as it involves covering a dam-
aged vessel wall with a clot composed of platelets and fibrin, thus halting
bleeding and initiating the repair of the damaged vessel. In this section, the
model introduced in [16] is presented. The model is expressed as a system
of ordinary differential equations as follows.

IXa

dt
= k1β − h1IXa

V IIIa

dt
= k2IIa+ k3Xa− k4APC

V IIIa

b1 + V IIIa
− h2V IIIa

Xa

dt
= k5IXa

V IIIa

b2 + V IIIa
− h3Xa

V a

dt
= k6IIa− k7APC

V a

b3 + V a
− h4V a

APC

dt
= k8IIa− h5APC

IIa

dt
= k9Xa

V a

b4 + V a
− h6IIa

(2.1)
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where

a : means activated versions
β : the concentration of the coagulant that activates factor IX
IXa : the concentration of plasma thromboplastin
V IIIa : the concentration of antihemophilic factor
Xa : the concentration of Stuart-Power factor
V a : the concentration of Labile factor
APC : the concentration of protein C
IIa : the concentration of prothrombin
ki : kinetic constant of i-th reaction
hi : inactivation constant of i-th factor.

The nonlinear system of ordinary differential equations (2.1) represents the
mathematical model of blood coagulation. The primary objective of this
model is to determine the relative speeds of the reactions necessary for coag-
ulation. The results of numerical simulations performed using the “ode15s”
solver in MATLAB are as follows.

Figure 33: Numerical solution of (2.1) model
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The numerical outcomes shown in Figure 33 indicate that factorsV IIIa
and IXa are excessively rapid within the reaction scheme. When a wound
occurs, factor IXa quickly initiates the coagulation process.

Parameter Value
k1 15
h1 6.12
k2 2.3
k3 1.4
k4 4
b1 11
h2 0.35
k5 221
b2 23
h3 0.33

k6 2.6
k7 0.5
b3 6.1
h4 0.4
k8 0.87
h5 0.34
k9 1900
b4 250
h6 0.35

Table 15: Paramater values of (2.1) model for numerical simulation

2.2 Inflammation Phase: Mathematical Model of Inflam-
matory Cells

In the inflammation phase, inflammatory cells migrate to the wound site.
Examples of these cells include Mac-1 and F4/80.

Hypothesize that there is an attractive signal that will attract and concen-
trate inflammatory cells at the wound site. Moreover, the cell count dimin-
ishes since they are unable to undergo further division in that area and thus
cannot aid in cell proliferation. Based on these premises, the mathematical
model suggested in [17] is as follows.

dN

dt
= k1e

−at − k2N. (2.2)
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The analytical solution of (2.2) is as follows.

N(t) =
k1

k2 − a
(e−at − e−k2t) +N(0). (2.3)

Figure 34: Numerical solution of (2.2)

As seen in Figure 34, the number of inflammatory cells initially increases
rapidly while in the healing phase, then decreases and approaches zero.

2.3 Proliferation Phase: Mathematical Modeling of Colla-
gen Accumulation

At the beginning of the proliferation phase, collagen accumulation occurs
due to the release of amino acids due to the fibroblast effect and tissue degra-
dation.

The assumptions of the collagen accumulation model proposed in [17]
are as follows.

1. At t = 0, the concentration of collagen is zero.

2. The maximum concentration of collagen is A.

3. Initially, the rate of collagen accumulation is maximum.

4. As time evolves, the rate of collagen accumulation decreases and ap-
proaches zero towards the end of the healing process.
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The collagen accumulationmodel is expressed as an ordinary differential
equation as follows.

dc

dt
= k(A− c)

c(0) = 0, c(∞) = A
(2.4)

The analytical solution of (2.4) is as follows.

c(t) = A(1− e−kt). (2.5)

Figure 35: Numerical solution of (2.4)

As seen in Figure 35, the numerical solution of the model satisfies all
assumptions.

2.4 Remodelling Phase: Mathematical Modelling of Ten-
sile Strenght of The Wound

As healing progresses, thewound space is filledwith new tissue components,
leading to an increase in tensile strength. The assumptions of the tensile
strength model proposed in [17]) are as follows.

1. At t = 0, there is no tensile strength.

2. As healing progresses, the tensile strength increases.

3. The maximum tensile strength is A.
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The tensile strength model is expressed as an ordinary differential equa-
tion as follows.

dS

dt
= kS

(
1− S

A

)
S(0) = 0

(2.6)

The analytical solution of (2.6) is as follows.

S(t) =
A

1 +Be−kt
, B =

A

S(0)
. (2.7)

Figure 36: Numerical solution of (2.6)

As seen in Figure 36, the numerical solution of the model satisfies all
assumptions.

3 Wound-Slough Interaction Model
In chronic wounds with a slow healing process, a structure called dead tissue
(slough) is formed, which acts as a barrier to wound healing (Angel, 2019).
The first mathematical model that analyzes the interaction between wounds
and slough was introduced in [18].

The physiological assumptions of the model are as follows.

1. As the wound area increases, the slough area also increases.

2. If there is slough, the area of the wound decreases quickly.
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3. The interaction of the slough and the wound causes the wound area
to increase.

4. The slough decreases on its own.

The wound and slough interaction is described below by a set of nonlin-
ear differential equations.

dA

dt
= −hA+ pAS

dS

dt
= rA− δS

A(0) = A0, S(0) = S0.

(3.1)

Figure 37: Numerical solution of (3.1) with A(0) = 0.5, S(0) =
0, δ, h, p, r = 0.5

As seen in Figure 37, the wound heals over time. This numerical simu-
lation is an example of acute wound healing.
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Figure 38: Numerical solution of (3.1) withA(0) = 2, S(0) = 0, δ, h, p, r =
0.5

Thenumerical solutions in this section are obtained using theMATLAB
ode solver “ode45”. As illustrated in Figure 38, wounds deteriorate over time.
This numerical simulation exemplifies a chronic wound.

4 AMathematicalModel forWoundHealing and
the Impact of Diabetes

In this section we present an ODE model for wound healing, pertaining
to the dominant processes that contribute to the closure of a full-thickness
wound [19]. The model is represented below as a nonlinear system of ordi-
nary differential equations.

dAe
dt

= λ(1 + ν −Ae)

(
Ae − γAd
1− γAd

)
dAs
dt

= −
(
β0 + β1

(
As −Ad

1 + ν −Ad

))
(1 + ν −As)As

ϵ
Ad
dt

= AS −Ad − αH(t− tc)Ad.

(4.1)

Here, Ae represents the wound area in the epidermis, As represents the
wound area in the subdermis, andAd represents the wound area in the der-
mis.

Thenumerical solutions obtainedusing theMATLABode solver “ode15s”
of (4.1) with the values of the diabetic and non-diabetic parameters in Table
16 are given below.
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Figure 39: Numerical solution of (4.1 (Normal Healing)

As seen in Figure 39, the wound heals completely with the values of the
non-diabetic parameters.

Figure 40: Numerical solution of (4.1 (Diabetic Healing)

As seen in Figure 40, the area of the wound constantly increases with the
values of diabetic parameters and the wound does not heal.
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Parameter Physical Interoretation Non-diabetic Diabetic
λ Epidermal growth rate 0.5274 0.4258
β0 Basal dermal growth rate 0.2950 0.0715
β1 Mechanosensitive dermal growth rate 0.0124 0.0026
α Contraction with respect to elastic response 0.2144 0.1593
γ Epidermal dependence on dermis 0.0027 0.1868
ν Proportion of proliferative region at wound margin 0.0904 0.1
ϵ Tethering with resoect to elastic response 0.01 0.01
tc Contraction switch delay 3 3
θ Contraction switch gradient 1 1
Kd Ratio of initial to recoiled wound area 0.0904 0.9542

Table 16: Parameter meanings and values of (4.1)

5 Conclusion and Acknowledgment
Numerous models in the literature explore various healing processes from
multiple perspectives. This brief review presents several mathematical mod-
els that represent wound healing processes. Moving forward, our goal is
to refine the models presented in this review and to develop new models
that examine different aspects of the healing process, along with perform-
ing analyses on these improved models.

The initial advancement performed in this context pertains to the in-
teraction model between wounds and sloughs, which is also covered in this
review and was included as part of the author’s doctoral dissertation. There-
fore, the author expresses gratitude to his Ph.D. supervisor Prof. Dr. Erhan
Coşkun.
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Thispaper focuses on encryption/decryption by exploiting proper-
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1 Introduction
In coding theory, the investigation of special number sequences and their
applications has led to remarkable discoveries and practical applications.
The Perrin sequence comprises a series of integers defined by a simple re-
currence relation and it is the sequence A001608, in [6] . For n ≥ 3, the
sequence of Perrin numbers {Pn}n≥0 is defined by the recurrence relation,

Pn+3 = Pn+1 + Pn, (1.1)

where P0 = 3, P1 = 0, P2 = 2 are initial values. The negative indexed
Perrin numbers [1] are defined by the following recurrence relation:

P−n = P−n+3 − P−n+1.

In Table 1, please find some values of the Perrin numbers.
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n -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7
Pn -1 -2 4 -3 2 1 -1 3 0 2 3 2 5 5 7

Table 17: Perrin numbers

In 1899, Raoul Perrin introduced the sequence, focusing on its combina-
torial properties. The characteristic equation of Perrin numbers is given as
below,

x3 − x− 1 = 0

for details, please visit [3] and [4]. In [7], the Padovan Q-matrix is defined
as below:

Q =

 0 1 0
0 0 1
1 1 0


and it is proved that

Qn =

 Pn−1 Pn+1 Pn
Pn Pn+2 Pn+1

Pn+1 Pn+3 Pn+2


where Pn is the nth Padovan number. The authors [8] developed matrix
arrays representing Padovan and Perrin numbers and made comparisons
between Padovan and Perrin matrix sequences. In [2], the authors obtained
the Padovan and Perrin numbers that are concatenations of two terms of the
other sequence. The Perrin sequence is not extensively studied in the area of
coding theory. In [5], J. Shtayat et. al. give a model of cryptography based
on the Padovan Q-matrix and Perrin R-matrix using the blocking method.

At this paper, inspired by recent advancements, we select a message and
encode and decode it using Perrin numbers. Lastly, we investigate themech-
anisms for error detection and correction when an incorrect message is de-
livered to the receiver.

2 Perrin Numbers and its application to Coding
Theory

The properties of the Perrin sequence, including its recursive nature and
distinct numerical properties, make it a valuable tool in designing error-
correcting codes with desirable properties.
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Theorem 2.1. For n ≥ 1,
KQn = Dn (2.2)

where

Q =

 0 1 0
0 0 1
1 1 0

 ,K =

 P−5 P−3 P−4

P−4 P−2 P−3

P−3 P−1 P−2

 ,
Dn =

 Pn−5 Pn−3 Pn−4

Pn−4 Pn−2 Pn−3

Pn−3 Pn−1 Pn−2

 . (2.3)

Proof. Let us prove it by using Principle of Mathematical Induction. For
n = 1, it is easy to see that the statement verifies. Assume the theorem
holds for the case n = k, i.e.:

KQk = Dk.

Now, we have to prove the theorem for n = k + 1. That is:

KQk+1 = Dk+1.

It can be rewritten as follows:

KQk+1 = KQkQ.

Using the induction hypothesis andmatrix multiplication, it is easy to verify
the result. So, the proof is completed.

Example 2.4. For n = 3,

KQ3 =

 P−5 P−3 P−4

P−4 P−2 P−3

P−3 P−1 P−2

 0 1 0
0 0 1
1 1 0

3

=

 4 2 −3
−3 1 2
2 −1 1

 1 1 0
0 1 1
1 1 1


=

 1 3 −1
−1 0 3
3 2 0

 =

 P−2 P0 P−1

P−1 P1 P0

P0 P2 P1

 = D3.

226



Recent Developments in Mathematics

For n = 4,

KQ4 =

 P−5 P−3 P−4

P−4 P−2 P−3

P−3 P−1 P−2

 0 1 0
0 0 1
1 1 0

4

=

 4 2 −3
−3 1 2
2 −1 1

 0 1 1
1 1 1
1 2 1


=

 −1 0 3
3 2 0
0 3 2

 =

 P−1 P1 P0

P0 P2 P1

P1 P3 P2

 = D4.

Theorem 2.5. For n ≥ 1;

detDn = 23.

Proof.
detDn = det (KQn) = det(K) det(Q)n

= 23.

Theorem 2.6. For n ≥ 1;

(Dn)
−1

=

1

|Dn|



P2
n−2 − Pn−3Pn−1 Pn−4Pn−1 − Pn−3Pn−2 P2

n−3 − Pn−4Pn−2

P2
n−3 − Pn−4Pn−2 Pn−5Pn−2 − Pn−4Pn−3 P2

n−4 − Pn−5Pn−3

Pn−4Pn−1 − Pn−2Pn−3 P2
n−3 − Pn−5Pn−1 Pn−5Pn−2 − Pn−3Pn−4


.

Proof. By exploiting the well-known formula, the inverse of (Dn)
−1 can be

obtained, easily:
(Dn)

−1 =
1

det(Dn)
adj(Dn).

Example 2.7. For n = 3:

(D3)
−1

=

 − 6
23 − 2

23
9
23

9
23

3
23 − 2

23
− 2

23
7
23

3
23


=

1

detD3

 P 2
1 − P0P2 P−1P2 − P0P1 P 2

0 − P−1P1

P 2
0 − P−1P1 P−2P1 − P−1P0 P 2

−1 − P−2P0

P−1P2 − P1P0 P 2
0 − P−2P2 P−2P1 − P0P−1


=

1

23

 −6 −2 9
9 3 −2
−2 7 3

 .
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Example 2.8. For n = 4:

(D4)
−1

=

 4
23

9
23 − 6

23
− 6

23 − 2
23

9
23

9
23

3
23 − 2

23


=

1

detD4

 P 2
2 − P1P3 P0P3 − P1P2 P 2

1 − P0P2

P 2
1 − P0P2 P−1P2 − P0P1 P 2

0 − P−1P1

P0P3 − P2P1 P 2
1 − P−1P3 P−1P2 − P1P0


=

1

23

 4 9 6
−6 −2 9
9 3 −2

 .
Let us represent the initial message in the form of the square matrixM

of order 3. If the message is not a 3rd order matrix, fill the empty matrix ele-
ments with zeros, exclamation marks, question marks or dots. Then, substi-
tute values from Table 2 for the characters within the alphabet table accord-
ing to our preferences. This table is organized based onmod30 for a chosen
arbitrary value of l. Note that we start by selecting the first character as “l”.

A B C D E F G H I J
l l + 1 l + 2 l + 3 l + 4 l + 5 l + 6 l + 7 l + 8 l + 9
K L M N O P Q R S T

l + 10 l + 11 l + 12 l + 13 l + 14 l + 15 l + 16 l + 17 l + 18 l + 19
U V W X Y Z 0 ! ? ·

l + 20 l + 21 l + 22 l + 23 l + 24 l + 25 l + 26 l + 27 l + 28 l + 29

Table 18: Alphabet Table

This method encrypts the message matrixM , by multiplyingDn given
by (2.3), i.e. M × Dn = C where C is the coded matrix. Conversely, the
transformation C × (Dn)

−1
= M gives us to decrypt the encoded matrix

which is the messsage matrix.

3 Connections Between The Code Matrix
Elements

At this section, we give the Perrin coding/decoding approach specifically
designed for a 3 × 3 matrix. A noteworthy relationship exists among the
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elements within a code matrix C , playing an important role in the error-
correction procedure. We can formulate the following equations to rep-
resent the procedures for coding and decoding. Concerning the encoding
message:

C =M ×Dn =

 m1 m2 m3

m4 m5 m6

m7 m8 m9

×

 Pn−5 Pn−3 Pn−4

Pn−4 Pn−2 Pn−3

Pn−3 Pn−1 Pn−2


(3.1)

=

 c1 c2 c3
c4 c5 c6
c7 c8 c9


c1 = m1Pn−5 +m2Pn−4 +m3Pn−3

c2 = m1Pn−3 +m2Pn−2 +m3Pn−1

c3 = m1Pn−4 +m2Pn−3 +m3Pn−2

c4 = m4Pn−5 +m5Pn−4 +m6Pn−3

c5 = m4Pn−3 +m5Pn−2 +m6Pn−1

c6 = m4Pn−4 +m5Pn−3 +m6Pn−2

c7 = m7Pn−5 +m8Pn−4 +m9Pn−3

c8 = m7Pn−3 +m8Pn−2 +m9Pn−1

c9 = m7Pn−4 +m8Pn−3 +m9Pn−2

Given that both the matrix and the message matrix comprise non-negative
integers, it follows that all elements within the matrix are non-negative in-
tegers.

We can describe the matrix used in the decoding process as follows:

M = C × (Dn)
−1

=

 c1 c2 c3
c4 c5 c6
c7 c8 c9

×

 Pn−5 Pn−3 Pn−4

Pn−4 Pn−2 Pn−3

Pn−3 Pn−1 Pn−2

−1
(3.2)

=

 m1 m2 m3

m4 m5 m6

m7 m8 m9

 (3.3)

where the inverse of (Dn) given inTheorem 2.3. In the instance of a positive
integer represented by n, the corresponding equation can be expressed as
follows:
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 m1 m2 m3

m4 m5 m6

m7 m8 m9

 =

 c1 c2 c3
c4 c5 c6
c7 c8 c9

× (Dn)
−1 (3.4)

since the det (Qn) = 1 and det (K) = 23. Derived from equation (7), it
can be inferred that the elements constituting the matrixM can be acquired
using the subsequent formulas. Considering the variable l ≥ 0, the elements
that constitute the matrixM are as follows:

m1 ≥ 0,m2 ≥ 0,m3 ≥ 0,m4 ≥ 0,m5 ≥ 0,m6 ≥ 0,m7 ≥ 0,m8 ≥ 0,m9 ≥ 0 (3.5)

From equation (7), one can see that the following equations hold:

m1 =

1

23

(
(P

2
n−2 − Pn−3Pn−1)c1 + (P

2
n−3 − Pn−4Pn−2)c2 + (Pn−4Pn−1 − Pn−2Pn−3)c3

) (3.6)

m2 =

1

23

(
(Pn−4Pn−1 − Pn−3Pn−2)c1 + (Pn−5Pn−2 − Pn−4Pn−3)c2 + (P

2
n−3 − Pn−5Pn−1)c3

)
(3.7)

m3 =

1

23

(
(P

2
n−3 − Pn−4Pn−2)c1 + (P

2
n−4 − Pn−5Pn−3)c2 + (Pn−5Pn−2 − Pn−3Pn−4)c3

) (3.8)

m4 =

1

23

(
(P

2
n−2 − Pn−3Pn−1)c4 + (P

2
n−3 − Pn−4Pn−2)c5 + (Pn−4Pn−1 − Pn−2Pn−3)c6

) (3.9)

m5 =

1

23

(
(Pn−4Pn−1 − Pn−3Pn−2)c4 + (Pn−5Pn−2 − Pn−4Pn−3)c5 + (P

2
n−3 − Pn−5Pn−1)c6

)
(3.10)

m6 =

1

23

(
(P

2
n−3 − Pn−4Pn−2)c4 + (P

2
n−4 − Pn−5Pn−3)c5 + (Pn−5Pn−2 − Pn−3Pn−4)c6

) (3.11)

m7 =

1

23

(
(P

2
n−2 − Pn−3Pn−1)c7 + (P

2
n−3 − Pn−4Pn−2)c8 + (Pn−4Pn−1 − Pn−2Pn−3)c9

) (3.12)

m8 =

1

23

(
(Pn−4Pn−1 − Pn−3Pn−2)c7 + (Pn−5Pn−2 − Pn−4Pn−3)c8 + (P

2
n−3 − Pn−5Pn−1)c9

)
(3.13)

m9 =

1

23

(
(P

2
n−3 − Pn−4Pn−2)c7 + (P

2
n−4 − Pn−5Pn−3)c8 + (Pn−5Pn−2 − Pn−3Pn−4)c9

) (3.14)

By dividing both sides of the equations involvingm1,m2, andm3 by a pos-
itive constant c1 > 0 , we obtain:
c3

c1

(
Pn−4Pn−1 − Pn−2Pn−3

)
≥
c2

c1

(
Pn−4Pn−2 − P

2
n−2

)
+
(
Pn−3Pn−1 − P

2
n−2

)
, (3.15)

c3

c1

(
Pn−5Pn−1 − P

2
n−3

)
≤
c2

c1

(
Pn−5Pn−2 − Pn−4Pn−3

)
+
(
Pn−4Pn−1 − Pn−3Pn−2

)
(3.16)

and
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c3

c1

(
Pn−5Pn−2 − Pn−3Pn−4

)
≥

c2

c1

(
Pn−5Pn−3 − P

2
n−4

)
+
(
Pn−4Pn−2 − P

2
n−3

)
. (3.17)

Let
A1 = (Pn−4Pn−1 − Pn−2Pn−3) ,

A2 =
(
Pn−5Pn−1 − P 2

n−3

)
,

A3 = (Pn−5Pn−2 − Pn−3Pn−4) .

Exploring the various possibilities arising from 33 = 27 cases involving
A1 ≥ 0, A2 ≥ 0, and A3 ≥ 0, we delve into discussions regarding a selec-
tion of these 27 cases. We examine three cases since the similarities of the
other cases.

• Case 1. If A1 > 0, A2 > 0, A3 > 0: By (18), we have:
c3
c1

≥ u (3.18)

where

u =
c2
c1

(
Pn−4Pn−2 − P 2

n−2

A1

)
+

(
Pn−3Pn−1 − P 2

n−2

A1

)
.

From (19), we get

c3
c1

≤ v (3.19)

where

v =
c2
c1

(
Pn−5Pn−2 − Pn−4Pn−3

A2

)
+

(
Pn−4Pn−1 − Pn−3Pn−2

A2

)
.

From (20) we have
c3
c1

≥ w (3.20)

where

w =
c2
c1

(
Pn−5Pn−3 − P 2

n−4

A3

)
+

(
Pn−4Pn−2 − P 2

n−3

A3

)
.

From (21) and (22), we have

c1
c2

≥ min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
. (3.21)
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Therefore, considering (21) and (23), we obtain:

c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
. (3.22)

Thus,

min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
≤ c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
(3.23)

min
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
≤ c2
c3

≤ max
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
(3.24)

and

min
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
≤ c1
c3

≤ max
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
.

(3.25)

• Case 2. If A1 = 0 and A2 > 0, A3 > 0: By (17), we have:

c1
c2

≥ min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
. (3.26)

Since A1 = 0, from (18) and (19), we obtain{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
. (3.27)

From (29) and (30), we have

min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
≤ c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
.

• Case 3. If A1 < 0, A2 < 0, A3 < 0: By (17), we have
c3
c1

≤ u

where

u =
c2
c1

(
Pn−4Pn−2 − P 2

n−2

A1

)
+

(
Pn−3Pn−1 − P 2

n−2

A1

)
.

From (18), we get
c3
c1

≥ v
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where

v =
c2
c1

(
Pn−5Pn−2 − Pn−4Pn−3

A2

)
+

(
Pn−4Pn−1 − Pn−3Pn−2

A2

)
.

From (19), we have
c3
c1

≤ w

where

w =
c2
c1

(
Pn−5Pn−3 − P 2

n−4

A3

)
+

(
Pn−4Pn−2 − P 2

n−3

A3

)
.

From (26) and (27), we have

c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
Hence, from (26) and (28), we have

c1
c2

≥ min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
.

Thus,

min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
≤ c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
.

Similarly, we have

min
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
≤ c2
c3

≤ max
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
and

min
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
≤ c1
c3

≤ max
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
.

Similarly it can be proved for the rest cases. Hence, we have

min
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}
≤ c1
c2

≤ max
{
Pn−5

Pn−3
,
Pn−4

Pn−2
,
Pn−3

Pn−1

}

min
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
≤ c2
c3

≤ max
{
Pn−3

Pn−4
,
Pn−2

Pn−3
,
Pn−1

Pn−2

}
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and

min
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
≤ c1
c3

≤ max
{
Pn−5

Pn−4
,
Pn−4

Pn−3
,
Pn−3

Pn−2

}
.

Therefore, for large value of n, we get

c1
c2

≈ 1

α2
,

c2
c3

≈ α and
c1
c3

≈ 1

α

where α = 1.61803398. Similarly, we have

c4
c5

≈ 1

α2
,

c5
c6

≈ α and
c4
c6

≈ 1

α

and
c7
c8

≈ 1

α2
,

c8
c9

≈ α and
c7
c9

≈ 1

α
.

4 Illustrative Examples
Example 4.1. Let’s consider the following text:

”ALGORITHM”

• Step 1: Let’s form the message matrix:

M =

 A L G
O R I
T H M


3×3

• Step 2: By taking into account the Table 2, and choosing arbitrary
value ” l ”, here we consider l = 4, we get:

M =

 4 15 10
18 21 12
23 11 16


• Step 3: For n = 3, we have;

D3 = KQ3

=

 1 3 −1
−1 0 3
3 2 0

 .
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• Step 4: The coded message is:

C =M ×D3

=

 4 15 10
18 21 12
23 11 16

 1 3 −1
−1 0 3
3 2 0


=

 35 67 30
65 18 38
48 87 54

 =

 E G A
E R H
R 0 X

 .
• Step 5: To decode message, multiply it by the inverse matrix ofD3, in
other words:

M = C × (D3)
−1

=

 35 67 30
65 18 38
48 87 54

 − 6
23 − 2

23
9
23

9
23

3
23 − 2

23
− 2

23
7
23

3
23


=

 4 15 10
18 21 12
23 11 16

 =

 A L G
O R I
T H M

 .
Example 4.2. Let’s consider the following text:

”QUADRATIC”

• Step 1: Let’s form the message matrix:

M =

 Q U A
D R A
T I C


3×3

• Step 2: By taking into account the Table 2, and choosing arbitrary
value ” l ”, here we consider l = 6, we get :

M =

 22 26 6
9 23 6
25 14 8

 .
• Step 3: For n = 4, we have:

D4 = KQ4

=

 −1 0 3
3 2 0
0 3 2

 .
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• Step 4: The coded message is:

C =M ×D4

=

 22 26 6
9 23 6
25 14 8

 −1 0 3
3 2 0
0 3 2


=

 53 16 18
84 124 30
77 97 34

 =

 W P R
X D A
Q G D

 .
• To decode message, multiply it by the inverse matrix of D4, in other
words:

M = C × (D4)
−1

=

 53 16 18
84 124 30
77 97 34

 4
23

9
23 − 6

23
− 6

23 − 2
23

9
23

9
23

3
23 − 2

23


=

 22 26 6
9 23 6
25 14 8

 =

 Q U A
D R A
T I C

 .
Example 4.3. Let’s consider the following text:

”RING”

• Step 1: Let’s form the message matrix:

M =

 R I N
G 0 !
? 0 !


3×3

• Step 2: By taking into account the Table , and choosing arbitrary value
” l ”, here we consider l = 5, we get :

M =

 22 13 18
11 31 32
33 31 32

 .
• Step 3: For n = 5, we have:

D5 =

 3 2 0
0 3 2
2 2 3

 .
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• Step 4: The coded message is:

C =M ×D5

=

 22 13 18
11 31 32
33 31 32

 3 2 0
0 3 2
2 2 3


=

 102 119 80
97 179 158
163 223 158

 =

 L ? T
G ? H
M M H

 .
• To decode message, multiply it by the inverse matrix of D4, in other
words:

M = C × (D5)
−1

=

 102 119 80
97 179 158
163 223 158

 5
23 − 6

23
4
23

4
23

9
23 − 6

23
− 6

23 − 2
23

9
23


=

 22 13 18
11 31 32
33 31 32

 =

 R I N
G 0 !
? 0 !

 .
5 Conclusion
The primary utilization of Perrin numbers and their matrix representation
is the basic idea of this coding/decoding method. This method stands apart
from classical algebraic codes due to distinct characteristics with its most
crucial feature being the capacity for error correction. The Perrin coding/
decoding method transforms into matrix multiplication and this method
ensures the complete recovery of all flawed 3 × 3 code matrices, whether
they contain single-fold, double-fold, all the way up to eight-fold errors.
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